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Abstract We introduce a novel approach for automatically classifying the sentiment of Twitter messages using 

NLP and deep learning. These messages are classified as either positive or negative with respect to a query term 

using sentiment analysis. This is useful for consumers who want to research the sentiment of products before 

purchase, or companies that want to monitor the public sentiment of their brands. There is no previous research 

on classifying sentiment of messages on microblogging services like Twitter. We present the results of deep 

learning algorithm for classifying the sentiment of Twitter messages using distant supervision. Our training data 

consists of Twitter messages. This type of training data is abundantly available and can be obtained through 

automated means. We show that deep learning algorithm LSTM which is a variant of recurrent neural network 

(RNN) have accuracy approximately 80% when trained with this data. This paper also describes the preprocessing 

steps needed in order to achieve high accuracy. The main contribution of this paper is the idea of using tweets for 

distant supervised learning. 
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1. Introduction 

 

1.1 About Project 

Text classification is the process of assigning tags or categories to text according to its content. It’s one of the 

fundamental tasks in natural language processing (NLP) with broad applications such as sentiment analysis, topic 

labelling, spam detection, and intent detection. Unstructured data in the form of text is everywhere: emails, chats, 

web pages, social media, support tickets, survey responses, and more. Text can be an extremely rich source of 

information but, extracting insights from it can be hard and time-consuming due to its unstructured nature. 

Businesses are turning to text classification for structuring text in a fast and cost-efficient way to enhance decision-

making and automate processes. 

1.2 Objectives of the Project 

The experiment will evaluate the performance of popular deep learning models, such as LSTM (Long Short-Term 

Memory) on sentiment140 dataset, which contains 1,600,000 tweets extracted using the twitter API classification 

dataset. The result shows the robustness of word embedding as a feature extractor to the model in making a better 

final prediction and the effectiveness of the LSTM (Long Short-Term Memory) in achieving good performance 

and accuracy. 

 

1.3 Scope of the project 

 Scope of our project is to achieve beautiful outcomes like accuracy by classifying the text using deep learning 

model. Annotate the tweets automatically which are used to detect the sentiment (NLP-Sentiment Analysis). Later, 

training the model using deep learning model LSTM (Long Short-term Memory). 

 

1.4 Twitter Introduction 

Twitter is a popular microblogging service where users create status messages (called “tweets”). These tweets 

sometimes express opinions about different topics. We propose a method to automatically extract sentiment 
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(positive or negative) from a tweet. This is very useful because it allows feedback to be aggregated without manual 

intervention. 

There has been a large amount of research in the area of sentiment classification. Traditionally most of it has 

focused on classifying larger pieces of text, like reviews.  

 

Tweets (and microblogs in general) are different from reviews primarily because of their purpose: while reviews 

represent summarized thoughts of authors, tweets are more casual and limited to 140 characters of text. Generally, 

tweets are not as thoughtfully composed as reviews. Yet, they still offer companies an additional avenue to gather 

feedback. There has been some work by researchers in the area of phrase level and sentence level sentiment 

classification recently. 

 

In order to train a classifier, supervised learning usually requires hand-labeled training data. With the large range 

of topics discussed on Twitter, it would be very difficult to manually collect enough data to train a sentiment 

classifier for tweets. Our solution is to use distant supervision, in which our training data consists of tweets with 

emoticons. The emoticons serve as noisy labels. For example, :) in a tweet indicates that the tweet contains positive 

sentiment and :( indicates that the tweet contains negative sentiment. With the help of the Twitter API, it is easy 

to extract large amounts of tweets with emoticons in them. This is a significant improvement over the many hours 

it may otherwise take to hand-label training data. 

 

1.5 Characteristics of tweets 

Twitter messages have many unique attributes, which differentiates our research from previous research: 

Length: The maximum length of a Twitter message is 140 characters. From our training set, we calculate that the 

average length of a tweet is 14 words or 78 characters. This is very different from the previous sentiment 

classification research that focused on classifying longer bodies of work, such as movie reviews. 

Data availability: Another difference is the magnitude of data available. With the Twitter API, it is very easy to 

collect millions of tweets for training. In past research, tests only consisted of thousands of training items.  

Language model: Twitter users post messages from many different media, including their cell phones. The 

frequency of misspellings and slang in tweets is much higher than in other domains.  

Domain: Twitter users post short messages about a variety of topics unlike other sites which are tailored to a 

specific topic. This differs from a large percentage of past research, which focused on specific domains such as 

movie reviews. 

 

1.5 Defining Sentiment 

For the purpose of our research, we define sentiment to be “a personal positive or negative feeling.” Many times, 

it is unclear if a tweet contains a sentiment. For these cases, we use the following litmus test: If the tweet could 

ever appear as a frontpage newspaper headline or as a sentence in Wikipedia, then it belongs in the neutral class. 

For example, the following tweet is considered neutral because it could have appeared as a newspaper headline, 

even though it projects an overall negative feeling about General Motors: RT @Finance Info Bankruptcy filing 

could put GM on road to profits (AP) http://cli.gs/9ua6Sb #Finance. 

 

 

In this research, we do not consider neutral tweets in our training or testing data. We only use positive or negative 

tweets. Many tweets do not have sentiment, so it is a current limitation of our research to not include the neutral 

class.    

 

1.6 NLP and Sentiment Analysis    

Natural Language Processing or NLP is a branch of Artificial Intelligence which deal with bridging the machines 

understanding humans in their Natural Language. Natural Language can be in form of text or sound, which are 

used for humans to communicate each other. NLP can enable humans to communicate to machines in a natural 

way. NLP has been very successful in healthcare, media, finance, and human resource. 
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The most common form of unstructured data is texts and speeches. It’s plenty but hard to extract useful 

information. If not, it would take a long time to mine the information. Written text and speech contain rich 

information. It’s because we, as intelligent beings, use writing and speaking as the primary form of 

communication. NLP can analyze these data for us and do the task like sentiment analysis, cognitive assistant, 

span filtering, identifying fake news, and real-time language translation. 

 

Text Classification is a process involved in Sentiment Analysis. Sentiment analysis (or opinion mining) natural 

language processing (NLP) technique. It is a classification of people’s opinions or expressions into different 

sentiments. Sentiments include Positive, Neutral, and Negative, Review Ratings and Happy, Sad. Sentiment 

Analysis can be done on different consumer centered industries to analyze people's opinion on a particular product 

or subject. 

 
Sentiment Analysis of Python 

 

Scikit-learn is the go-to library for machine learning and has useful tools for text vectorization. Training a 

classifier on top of vectorizations, like frequency or tf-idf text vectorizers is quite straightforward. Scikit-learn has 

implementations for Support Vector Machines, Naïve Bayes, and Logistic Regression, among others. 

NLTK has been the traditional NLP library for Python. It has an active community and offers the possibility to 

train machine learning classifiers. 

SpaCy is an NLP library with a growing community. Like NLTK, it provides a strong set of low-level functions 

for NLP and support for training text classifiers.                                                              TensorFlow, developed by 

Google, provides a low-level set of tools to build and train neural networks. There's also support for text 

vectorization, both on traditional word frequency and on more advanced through-word embeddings. 

Keras provides useful abstractions to work with multiple neural network types, like recurrent neural networks 

(RNNs) and convolutional neural networks (CNNs) and easily stack layers of neurons. Keras can be run on top 

of Tensorflow or Theano. It also provides useful tools for text classification. 

PyTorch is a recent deep learning framework backed by some prestigious organizations like Facebook, Twitter, 

Nvidia, Salesforce, Stanford University, University of Oxford, and Uber. It has quickly developed a strong 

community. 

 

1.7 Deep Learning Model – LSTM 

Deep learning is based on the branch of machine learning, which is a subset of artificial intelligence. Since neural 

networks imitate the human brain and so deep learning will do. In deep learning, nothing is programmed explicitly. 

Basically, it is a machine learning class that makes use of numerous nonlinear processing units so as to perform 

feature extraction as well as transformation. The output from each preceding layer is taken as input by each one 

of the successive layers. 
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Deep learning models are capable enough to focus on the accurate features themselves by requiring a little 

guidance from the programmer and are very helpful in solving out the problem of dimensionality. Deep learning 

algorithms are used, especially when we have a huge no of inputs and outputs. 

 

Since deep learning has been evolved by the machine learning, which itself is a subset of artificial intelligence 

and as the idea behind the artificial intelligence is to mimic the human behavior, so same is "the idea of deep 

learning to build such algorithm that can mimic the brain". 

 

Deep learning is implemented with the help of Neural Networks, and the idea behind the motivation of Neural 

Network is the biological neurons, which is nothing but a brain cell. 

 

LSTM 

LSTM stands for Long-Short Term Memory. LSTM is a type of recurrent neural network but is better than 

traditional recurrent neural networks in terms of memory. Having a good hold over memorizing certain patterns 

LSTMs perform fairly better. As with every other NN, LSTM can have multiple hidden layers and as it passes 

through every layer, the relevant information is kept and all the irrelevant information gets discarded in every 

single cell. 

 

One good reason to use LSTM is that it is effective in memorizing important information. 

 If we look and other non-neural network classification techniques they are trained on multiple word as separate 

inputs that are just word having no actual meaning as a sentence, and while predicting the class it will give the 

output according to statistics and not according to meaning. That means, every single word is classified into one 

of the categories. 

 

This is not the same in LSTM. In LSTM we can use a multiple word string to find out the class to which it belongs. 

This is very helpful while working with Natural language processing. If we use appropriate layers of embedding 

and encoding in LSTM, the model will be able to find out the actual meaning in input string and will give the 

most accurate output class. The following code will elaborate the idea on how text classification is done using 

LSTM. 

 

 

 

2. Literature survey 

 

2.1 Existing System  
Text can be an extremely rich source of information but, extracting insights from it can be hard and time-

consuming due to its unstructured nature. Lot of existing systems of text classification are based on various 

machine learning algorithms like CNN, GCN SVM, Naïve bayes etc. who classifies the text and predicts the 

accuracy. 

2.2 Proposed System 

In proposed system, we introduce a novel approach for automatically classifying the sentiment of Twitter 

messages using NLP and deep learning. These messages are classified as either positive or negative with respect 

to a query term using sentiment analysis. We present the results of deep learning algorithm for classifying the 

sentiment of Twitter messages using distant supervision. This type of training data is abundantly available and 

can be obtained through automated means. We show that deep learning algorithm LSTM which is a variant of 

recurrent neural network (RNN) have accuracy approximately 80% when trained with this data. 

 

3 Architecture 

The following is the architecture of this project. 
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Training text: It is the input text through which our supervised learning model is able to learn and predict the 

required class. In our case it is the dataset of Twitter messages. 

Feature Vector: A feature vector is a vector that contains information describing the characteristics of the input 

data. 

Labels: These are the predefined categories/classes that our model will predict. 

ML Algorithm: It is the algorithm through which our model is able to deal with text classification (In our case: 

RNN-LSTM). 

Predictive Model: A model which is trained on the historical dataset which can perform label. 

 

3.1 Block Diagram 

 

 
 

4. Flow of Code Implementation 

 

4.1 Importing Dependencies 
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Here we are importing different libraries with different versions. Such as 

 

• Numpy-1.16.4 

• Tensor flow-2.3.0 

• Matplotlib-3.3.2 

• Pandas-1.1.5 

• Scikitlearn-0.23.2 

 

4.2 Data Pre-processing 

In this project, we are using Sentiment-140 dataset, we named it as a LSTM.csv. It contains a labelled data of 

1.6Milli the columns are without any proper names.  

➢ Since the columns are without any proper names. we renamed them for our reference. 

 
Fig-4.2 Reading the dataset and renaming the columns 

 

 

➢ we are going to train only on text to classify its sentiment. So we can remove the rest of the useless columns. And 

apply sentiments to the tweets.  
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Fig-4.3 Applying sentiments to the tweets 

 

➢ Here we are decoding the labels. We map 0 -> Negative and 1 -> Positive as directed by the dataset description. 

Now that we decoded, we shall now analyze the dataset by its distribution. Because it's important that we have 

almost small amounts of examples for given classes. 

  
Fig-4.4 Sentiment data distribution 

 

➢ Following code creates a random indixes which are chosen from the data frame. 

➢ And returns the rows with the index 

  

Fig 4.5 display of random indexes 
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4.3 Text Pre-processing 

Looks like we have a nasty data in text. Because in general we use lot of punctuations and other words without 

any contextual meaning. It has no value as feature to the model we are training. So, we need to get rid of them. 

     Tweet texts often consists of other user mentions, hyperlink texts, emoticons and punctuations. In order to 

use them for learning using a Language Model. We cannot permit those texts for training a model. So, we have 

to clean the text data using various pre-processing and cleansing methods.  

 

stemming/Lemmatisation 

For grammatical reasons, documents are going to use different forms of a word, such as write, writing and 

writes. Additionally, there are families of derivationally related words with similar meanings. The goal of both 

stemming and lemmatization is to reduce inflectional forms and sometimes derivationally related forms of a 

word to a common base form. 

Stemming usually refers to a process that chops off the ends of words in the hope of achieving goal correctly 

most of the time and often includes the removal of derivational affixes. 

Lemmatization usually refers to doing things properly with the use of a vocabulary and morphological analysis 

of words, normally aiming to remove inflectional endings only and to return the base and dictionary form of a 

word 

  

Hyperlinks and Mentions  

Twitter is a social media platform where people can tag and mentions other people's ID and share videos and 

blogs from internet. So the tweets often contain lots of Hyperlinks and twitter mentions. 

Twitter is a social media platform where people can tag and mentions other people's ID and share videos and 

blogs from internet. So the tweets often contain lots of Hyperlinks and twitter mentions. 

➢ Twitter User Mentions – example- @arunrk7, @andrewng 

➢ Hyperlinks – example- https://keras.io  

                                                                                   

Stopwords 

Stop-words are commonly used words in English which have no contextual meaning in a sentence. So there-fore 

we remove them before classification. Some stop-words are... 
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Fig 4.6 Stop-words 

 

➢ There is a library of python which helps in text pre-processing, NLTK. 

 
  

Fig 4.7 Text pre-processing 

  

➢ It is clean and tidy now. Now let's see some word cloud visualizations of it. 

  

 

 

Positive and Negative words 

 



 

Vol11 Issue 06, April 2022                                ISSN 2456 – 5083 Page 1150 
 

 

 

Fig 4.8 Positive words 

 

  
 

Fig 4.9 Negative words                             

 

 

 

 

 

 

 

 

Train and Split Data 
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Fig 4.10 Training and testing data splitting 

 

4.4 Tokenization 

Given a character sequence and a defined document unit, tokenization is the task of chopping it up into pieces, 

called tokens, perhaps at the same time throwing away certain characters, such as punctuation. The process is 

called Tokenization. 

  

• tokenizer create tokens for every word in the data corpus and map them to a index using dictionary. 

• word_index contains the index for each word 

• vocab_size represents the total number of words in the data corpus 

 

                                                                                        
  

Fig 4.11 Tokenizing 

 

➢ Now that we got a tokenizer object, which can be used to convert any word into a Key in dictionary (number). 

➢ Since we are going to build a sequence model. We should feed in a sequence of numbers to it. And also, we 

should ensure there is no variance in input shapes of sequences. It all should be of same length. But texts in 

tweets have different count of words in it. To avoid this, we seek a little help from pad_sequence to do our 

job. It will make all the sequence in one constant length MAX_SEQUENCE_LENGTH. 
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Fig 4.12 Making constant sequence length 

 

➢ Label Encoding: We are building the model to predict class in encoded form (0 or 1 as this is a binary 

classification). We should encode our training labels to encodings. 

 
Fig 4.13 Label encoding 

 

4.5 Word Embedding 

In Language Model, words are represented in a way to intend more meaning and for learning the patterns and 

contextual meaning behind it. 

Word Embedding is one of the popular representations of document vocabulary. It’s capable of capturing 

context of a word in a document, semantic and syntactic similarity, relation with other words, etc. 

Basically, it's a feature vector representation of words which are used for other natural language processing 

applications. 

We could train the embedding ourselves but that would take a while to train and it wouldn't be effective. So 

going in the path of Computer Vision, here we use Transfer Learning. We download the pre-trained embedding 

and use it in our model. 

The pretrained Word Embedding like GloVe & Word2Vec gives more insights for a word which can be used for 

classification. If you want to learn more about the Word Embedding, please refer some links that I left at the end 

of this notebook. 

In this project, we have used GloVe Embedding from Stanford AI.  
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Fig 4.14 word Embedding 

 

4.6 Model Training - LSTM  

We are clear to build our Deep Learning model. While developing a DL model, we should keep in mind of key 

things like Model Architecture, Hyper parameter Tuning and Performance of the model. 

As you can see in the word cloud, some words are predominantly feature in both Positive and Negative tweets. 

This could be a problem if we are using a Machine Learning model like Naive Bayes, SVD, etc. That's why we 

use Sequence Models. Recurrent Neural Networks can handle a sequence of data and learn a pattern of input 

sequence to give either sequence or scalar value as output. In our case, the Neural Network outputs a scalar 

value prediction. 

For model architecture, we use 

1) Embedding Layer - Generates Embedding Vector for each input sequence.                                                                          

2) Conv1D Layer – It’s using to convolve data into smaller feature vectors. 

3) LSTM - Long Short-Term Memory, it’s a variant of RNN which has memory state cell to learn the context of 

words which are at further along the text to carry contextual meaning rather than just neighbouring words as in 

case of RNN. 

4) Dense - Fully Connected Layers for classification 
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Fig 4.15 Sequence Model 

 

 

 

 

 

 
 

Fig 4.16 Model training LSTM 

 

4.7 Optimization Algorithm  

We are using Adam optimization algorithm for Gradient Descent.  

Call backs 

Call backs are special functions which are called at the end of an epoch. We can use any functions to perform 

specific operation after each epoch. we used two call backs here, 

LR Scheduler - It changes a Learning Rate at specific epoch to achieve more improved result. In this notebook, 

the learning rate exponentially decreases after remaining same for first 10 Epoch. 

Model Check Point - It saves best model while training based on some metrics. Here, it saves the model with 

minimum Validity Loss. 
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Fig 4.17 Adam optimization algorithm 

 

 

 

 
Fig 4.18 Training in GPU 

5. Results 

5.1 Model Evaluation  

Now that we have trained the model, we can evaluate its performance. We will some evaluation metrics and 

techniques to test the model. 

Let's start with the Learning Curve of loss and accuracy of the model on each epoch. 

  
Fig 5.1 Model evaluation 
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• The model will output a prediction score between 0 and 1. We can classify two classes by defining a 

threshold value for it. In our case, I have set 0.5 as THRESHOLD value, if the score above it. Then it will be 

classified as POSITIVE sentiment. 

  

5.2 Confusion Matrix 

Confusion Matrix provides a nice overlook at the model's performance in classification task. 

 

                                
                                            Fig 5.2 Confusion matrix 

 

5.3 Classification Scores 
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6. CONCLUSION  

We have successfully implemented and tested deep learning model-LSTM. The system has the capabilities to 

classify given text which results in high accuracy. We are able to achieve satisfactory results based on our 

training data. 

We have collected 1600000 tweets extracted using the twitter API. We have applied sentiment analysis to the 

given data after pre-processing of it. Later, the text which is obtained is pre-processed. Then the cleansed data is 

split into training and testing data. Then deep learning model LSTM is applied to achieve high accuracy around 

80%. 

 

7. FUTURE SCOPE 

Our future work includes exploring other classification algorithms on a much more diverse dataset with different 

deep Learning techniques. 

 

Semantics Our algorithms classify the overall sentiment of a tweet. The polarity of a tweet may depend on the 

perspective you are interpreting the tweet from. For example, in the tweet Federer beats Nadal :), the sentiment 

is positive for Federer and negative for Nadal. In this case, semantics may help. Using a semantic role labeller 

may indicate which noun is mainly associated with the verb and the classification would take place accordingly. 

This may allow Nadal beats Federer :) to be classified differently from Federer beats Nadal :) 

Handling neutral tweets In real world applications, neutral tweets cannot be ignored. Proper attention needs to 

be paid to neutral sentiment. 

Internationalization We focus only on English sentences, but Twitter has many international users. It should 

be possible to use our approach to classify sentiment in other languages. 
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