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Abstract 

Over the last decade, there has been a fast growth of surveillance webcams in every part of 

human activity, resulting in a massive increase of camera footage. The main objective of this 

paper is to give an outline and comparative evaluation of new Deep Learning techniques for 

Human Activity Recognition (HAR) for different types of datasets. Our Novelty lies in the 

Evaluation and comparison of different Deep Neural Networks. HAR has several applications 

like Human Computer Interaction (HCI), Smart Driver Assistance Systems, Personal Assistant, 

Interactive games, Content based Video Annotation, Smart Medical Assistance systems, Smart 

Office systems, Smart Traffic Monitoring systems, Sports Analysis and Crime Scene Analysis.  

Following that, we examine and categorize current options offered to meet these objectives. All 

these applications face common set of challenges like noise, illumination changes, multi-view 

camera angles, partial occlusions, semantic classification of human activities. All the works are 

mostly based on Spatial and Temporal feature data for Activity recognition. Extraction of both 

temporal and spatial data from surveillance videos is required for successful video 

categorization. As a result, this work (CNN, RNN, LSTM, LSTM, and Multi-Stream Convnet 

Architecture) examines recent improvements in hierarchical conscience content deep learning 

architectures. It also dives into the various deep learning models available for HAR. We also go 

through the datasets (KTH, HMDB-51 and UCF-101),  that were used for evaluation. This study 

seeks to provide the groundwork for future media HAR by identifying important challenges in 

the efficacy of human event detection in image sequences utilizing deep learning models. 

Finally, we present the accuracy comparison of different state of art techniques in HAR, 

followed by the disadvantages of current methodologies in the Deep learning approaches and 

conclude with futuristic trends in the human activity recognition. 

Keywords: CNN, 3-D CNN, Deep Learning, Human Activity Recognition, LSTM, Multi-Stream 

Convnet, RNN, 2-Stream Convnet. 
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Introduction 

Identifying people's behavior in footage is one of 

most promising applications of computer vision. 

This issue has recently sparked the interest of 

researchers from business, university, spy 

agencies, regulatory agencies, and the wider public. 

In the 1850s, contemporary photographers E. J. 

Marey and E. Muybridge undertook one of the 

earliest investigations into the nature of the human 

movement, photographing moving subjects and 

revealing various intriguing and artistic 

characteristics involved in humans and other 

animals locomotion. The classic Johansson [15] 

moving light display (MLD) experiment took the 

extensive investigations of motion capture 

awareness in the cognitive sciences forward 

significantly. The above paved the way for 

mathematical modelling of human action[43,44] as 

well as automated identification, all of which are 

inextricably linked to computer vision and pattern 

recognition.    

A Human Activity Recognition (HAR)[26,27] may 

recognize individual activities and provide critical 

information to authorities so that they can take 

appropriate action [31]. Several instruments are 

present to record actions, including physical 

activity sensors, environmental sensors[50], heat 

sensors[48], and piezoelectric sensors [1,33], 

RADAR [17, 46], acoustic sensors [33,49], Echo, 

everyday things, and video recorders. Video-based 

HAR systems are frequently employed because to 

their numerous benefits. 

A HAR method [32,37,45] can monitor individual 

activities and provide critical information to 

authorities, allowing them to take appropriate 

action [15]. Several sensors are present to record 

actions, including physical motion sensors, 

environmental sensors, thermal surveillance 

cameras, and piezoelectric sensors [8,31], RADAR 

[1, 17], microphones [46, 49], and webcams. 

Because of their multiple advantages, video based 

HAR systems are widely used. The HAR system's 

goal is to recognize and categorize real-world 

human activities. Human actions are complex and 

diverse, making effective activity identification 

difficult in computer vision. 

Previous research on HAR systems has treated 

activity recognition as a standard pattern matching 

issue [46]. Support Vector Machine (SVM) and 

Hidden Markov Models (HMM) were used in early 

HAR approaches. Slowly, research has shifted to 

machine learning domain. In Traditional Machine 

Learning techniques, features are extracted 

manually with the help of domain experts, followed 

machine learning models. As a result, these models 

do not have the generalization property. 

Customized approximations are becoming obsolete 

as reinforcement learning provides direct extraction 

of features from video streams, obviating the 

requirement for domain specialists or optimal 

feature extraction.  

In knowledge based methodologies, Artificial 

Neural Models are trained directly from data input 

such as pixels to classification. Deep learning 

techniques such as Deep Feed Forward Neural 

Networks and Feed Back Neural Networks are 

particularly successful in updating complicated 

actions due to their local dependency and scale 

invariance [49]. As a result, it's useful to gain a 

sense of current development in these disciplines, 
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as well as how the various methodologies compare. 

In recent years, human activity identification has 

been applied in a range of sectors.  

HUMAN ACTIVITY RECOGNITION: 

APPLICATIONS 

A. Smart Interactive Games: 

User involvement is a critical component in the 

creation of an interactive game. The use of arm 

movements as the foundation for players to actively 

interact with game items shown on a flat plasma or 

LCD display has grown in popularity. It establishes 

a novel paradigm of interaction in which physical 

hand movements in the form of arm movements are 

coordinated with virtual items in the game. To 

engage with the games, the gamer employs quasi 

physical movements. For example, the well-known 

Microsoft Kinect Xbox or an interactive balloon 

game. 

B. Smart Personnel Assistant: 

Pose approximation and activity identification can 

also be used to help disabled persons, the aged, 

and regular citizens. For instance, a device that 

detects if a human collapses [33] or a blinking 

humanoids [2]. 

C. Autonomous Navigation Aided Systems: 

A complete approach for intelligent driving 

assistance systems must include a focus only on 

the motorist [39]. A few more case studies of 

automated driving that use stance as well as 

behaviour investigations include observing 

approach that emphasizes depending on head pose 

monitoring [28], integrating motorist head pose and 

forearms monitoring for diversion warning system 

[37], predicting motorist leg movement to 

counteract brake conflations [38], developing 

intelligent airbag systems that rely on sitting body 

position evaluation [40], and forecasting motorist 

turn purpose [6]. 

D. Smart Human-Computer Interaction (HCI): 

Despite traditional old type devices such as the 

computing keyboard and cursor pointing device, 

The main essential to design enhanced, more 

naturalistic medium between expert machines & 

users, with visual physical motion. Some Examples 

are Using arm movements to command slide 

presentation [15] or identifying industrial stages to 

enable people learn and improve their abilities.  

E. Smart Physiotherapy: 

Advanced biomechanics and physical therapy 

systems need the precise recording of healthy and 

malignant movement patterns, free of the artefacts 

caused by invasive marker-based camcorders. As a 

result, techniques for marker-less stance prediction 

and motion interpretation were proposed for use in 

this domain [41]. 

F. Smart Sports biomechanics: 

Several sports, such as golf, cricket, and skating, 

need proper body movement patterns; thus, 

posture assessment [29] and gesture evaluation 

might be used to this sector for effectiveness and 

training analysis [45]. 

G. Automatic Video surveillance: 

Smart Video surveillance is employed in a 

variety of situations, including essential services, 

trains and buses, commercial complexes, parking 

areas, and private residences. Continuously 

watching these cams, on the other hand, has 

become a concern. As a result, systems for 



 

Volume 12    Issue 04, April   2023                             ISSN 2456 – 5083                              Page 381 

 

intelligent surveillance systems that include 

outside human activity analytics, such as [30], [42], 

will be required. 

H. Intelligent Video annotation: 

A massive number of visual data may be readily 

preserved with the advancement of industrial 

automation. There are many human-related movies 

among them, such as security footage, sports clips, 

and films. Instead of physically searching through 

massive video collections for the relevant 

paperwork, human gait interpretation can be 

utilised to interpret the image frames, for instance, 

ways of commenting football footage match [3] or, 

more broadly, approaches to annotate video of 

outside live sporting events [20]. 

 

HUMAN ACTIVITY RECOGNITION:     

CHALLENGES 

A. Real-World Conditions: 

The majority of Human activity recognition systems 

are presently built and implemented on video frame 

taken under restricted settings. Distortion, 

occlusions, shadows, and other factors might 

significantly reduce the relevance in real - life 

settings. Mistakes in extracting features have a 

significant probability of propagating to greater 

levels. Human activity recognition algorithms 

[50,51,52] must be evaluated against such natural 

settings before they can be deployed in the field. 

Another important factor is the dealing with the 

high resolution and low-resolution images, which 

have significant impact on the accuracy of the HAR. 

B. Intra-Class Variances due to Camera Viewing: 

Finding approaches that can explain and are 

resilient to the huge variety in variables found 

within the same action class is one of the most 

critical issues in action recognition. While it is 

straightforward to develop statistical models of 

basic behaviors from a single perspective, 

extrapolating them to various perspectives is 

tremendously difficult. This is because webcam 

viewpoint effects and partial occlusion cause huge 

differences in motion and structural properties. 

C. Intra-Class Variances due to Computation 

Rate: 

The variance in execution speeds while 

completing the same action is the second primary 

source of observed variability in characteristics. In 

both inter-person and intra-person scenarios, there 

are differences in execution style. Because state–

space approaches may not directly represent 

periodic axis changes, they are not really rate 

invariant and are subject to minor differences in 

execution rates. 

D. Intra-Class Variances due to Biological 

changes: 

Anthropometric variances, such as those caused 

by human shape, appearance, sexuality, and other 

characteristics, are another important class of 

variables that must be carefully considered. Unlike 

viewpoint and implementation variances, which 

have received considerable attention, morphological 

variations have just recently received a lot of 

attention. More studies need to be done assess the 

influence of anthropometric alterations but also to 

create approaches for achieving anthropometric 

invariance. 

E. Sensors Assimilation: 



 

Volume 12    Issue 04, April   2023                             ISSN 2456 – 5083                              Page 382 

 

A Computer vision device for recognising 

people's behaviour is regarded for important initial 

step in the development of machine intelligence 

systems. Connectivity the additional dimensions, 

including as sound, heat, movement, and proximity 

sensor, must be researched more thoroughly for 

the longer term goal of building powerful 

computational methods, or for the near - term goal 

of strengthening the reliability of activity detection 

algorithm. 

DEEP LEARNING TECHNIQUES FOR HUMAN 

ACTIVITY RECOGNITION (HAR) 

A. Overview: 

The point of the study would be to investigate 

convolutional neural networks for identifying 

people's behavior. We divided deep neural 

architecture into eight categories. This study seeks 

to give scholars with resources they need to have a 

greater knowledge among the most recent 

approaches for video-based human activity 

detection that are being developed. 

1) Convolutional Neural Network (CNN): 

A Convolutional Neural Network (ConvNet/CNN) is 

a Neural Learning model that could accept an input 

image, assign relevance (learnable weights & 

biases) to various facets in the picture (.jpg), and 

distinguish good from bad. A ConvNet may over the 

Space - Time links in an image by using 

appropriate filters. The architecture delivers good 

adapting to the image dataset minimizing the 

number of input variables and the reuse of weights 

parameters. Convolution Layer, Activation Layers, 

Pooling Layer, and Classification Layers are the 

main layers of CNN. 

2) Recurrent Neural Network (RNN): 

It is a type of neural model intended to work with 

temporal data including sequences. Typical deep 

neural models are solely suited for unconnected 

variables. Furthermore, when we have information 

in a series in which one data set is reliant on the 

previous data set, we may modify the neural model 

to compensate for these correlations. RNNs have a 

concept known as "memory", which helps to 

maintain the information of prior inputs in 

construct of next outcome in the sequence. 

3) Long Short-term Memory (LSTM): 

Recurrent Neural Networks struggle with short-

term memory. If the data series is large enough, 

they can have problems similar output across 

previous time steps to older books. As a result, if 

you're forecast anything from a large sentence of 

writing, RNNs may skip away critical data just at 

outset. 

LSTMs and GRUs were created to fix the 

problem of short-term memory. They have internal 

mechanisms called gates that enable them to 

govern the flow of information. These gates can 

figure to see which input in a sequence should be 

saved and which should be deleted. This enables it 

to communicate critical details down the long 

network of patterns in order to make forcasting. 

These two networks provide nearly all state-of-the-

art recurrent neural network results.You may even 

use them to make video captioning. 

4) 3-D Convolutional Neural Network: 

A 3D CNN is just the 3D equivalent: it receives a 3D 

space-time or a stream of 2D frames as data. 

Three-dimensional CNNs are an effective approach 

for understanding volumetric data embeddings. 
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5) A Two-Stream Convnet Architecture: 

ConvNet architectures with two streams include 

both space - time neural models. Spatial CNN 

processes a stack of frames, whereas temporal CNN 

processes a stack of dense optical flow, each of 

which represents a particular video from the 

process database. This overall set up designed to 

improve the overall accuracy in the context of video 

event detection. 

6) Multi-Stream Convnet Architecture: 

Multi-Stream CNN refers to an architecture with far 

more than two streams. This deployment of a 

multi-input architecture that combines information 

from many perspectives of the same target in 

various aspects; hence, the extended multi-view 

design of Multi-stream-CNN allows it to make full 

use of limited picture data to increase recognition 

performance. 

B. CNN Architecture for HAR: 

Moving Foreground Attention (MFA) is a 

revolutionary neural structure presented by Zhang 

et al. [51] that increases action detection accuracy 

by instructing the system to concentrate on 

discriminative objects. The shifting foreground is 

detected by MFA using a suggested variance-based 

approach. Simultaneously, an unregulated 

proposal is being utilised to explore activity core 

quantities and generate similarity scores. The MFA 

is trained using a newly devised stochastic-out 

technique based on these results. Experiments on 

UCF101 and HMDB51 were conducted out to 

establish their superiority over the other peer 

algorithms. 

MC-SPRT[9] technique to improve accuracy of 

people activity recognition, although a random 

strategy is used to accelerate meaningful 

understandable video analysis. Based on the multi-

class statistical tests, the consecutive stochastic 

ratio test is used to determine if a brief video can be 

classified into an activity labels. To prevent the 

tremendous processing price of video content 

understanding, the sampling method is halted 

again when the likelihood is high threshold. Based 

on an analysis of the UCF101 dataset, their 

findings indicate the usefulness of dynamic 

sampling approach. 

Convolutional neural networks (CNNs)[52] be used 

to record spatial presentations and a linear 

dynamical system (LDS) be used to simulate motion 

information. They used image-trained CNNs to 

recognise motion clip ideas, which uses distinct 

levels of information by mixing the two layers in 

CNNs learned from pictures. The author [52] 

modelled the links between these clip notions using 

a linear dynamical system (LDS), which reflects the 

temporal patterns of activities.  Finally, the authors 

stated that they used the suggested technique to 

two demanding actual benchmark functions, 

YouTube and UCF50, and obtained higher 

efficiency of up to 86.16 percent also on YouTube 

dataset and 82.76 percent also on UCF50 dataset. 

A New Human Activity identification approach [19] 

based on deep learning is proposed in which every 

image in the live stream was tracked and identified 

as a human body. They then employed human 

silhouettes to generate binary spatial-temporal 

maps (BSTMs), in turn describe people activities 

over certain temporal frame. Eventually, they 

extracted characteristics from BSTMs and classified 

the actions using a convolutional neural network 
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(CNN). They assessed three publicly available data 

bases: Keck Gesture, KTH Database and 

Weizmann. Their metrics, such as recognition 

accuracy, are equivalent to modern deep learning 

approaches. 

C. Recurrent Networks Architecture for HAR:  

ATwo-Level Attention-Based Interaction Model [23] 

focused on multiple time variant cognitive 

processes to examine these colourful interactions. 

Personalized attention, which is influenced by 

postural attributes, employs various levels of 

interaction among persons inside a picture while 

refreshing actual values at each sampling interval. 

Their image level attention process makes use of an 

interest based pooling approach to study the 

various degrees of interconnections across people's 

activities and sematic level activity. Their approach 

comprises of a reformed Gated Recurrent Units 

(GRUs) network to control long-term temporal 

variability and consistency. Their entire trainable 

algorithm takes as input a succession of human 

detections in recordings or image clips and 

forecasts multi-person activity categories. To 

illustrate their efficacy, the author ran experiments 

on a volleyball dataset. 

Furthermore, from the obtained attributes, a GRU 

framework was used to understand the periodic 

fluctuations in social behaviors. The proposed 

DGCF significantly lowered the consequences of 

comparable local movements and collected valuable 

background information by taking sub-groups into 

account. On the BEHAVE dataset, the proposed 

DGCF outperformed current framework approaches 

by 4.99 percent in prediction performance. Mostly 

New Collective Activity database, it also surpassed 

other techniques in classification accuracy by 3.75 

percent. 

Investigations is carried out to solve Network delay 

convergence problem in Z. Zhu [54] for training 

CNN parameters. As a result, rapidly training an 

effective CNN for action recognition is a difficult 

task. To ease network training, the author 

suggested an unique encoding termed nonlinear 

gated channels unit (NGCU) that encodes universal 

multi-channel interaction.   Depending upon it, a 

nonlinear gated channels network (NGCN) for final 

encryption is constructed, and its final optimum  

performance is evaluated using the established 

benchmarks UCF101 and HMDB51. 

D. 3-D CNN Networks Architecture for HAR:  

ANovel Deep Learning Architecture, FSTCN [35], 

Sequential deep learning model, that acquires 

optimal spatio-temporal features via learning with 

standard Back-Propagation Error algorithms. This 

modular solution solves the dual problem of rising 

kernel overhead and a scarcity of learning video 

dataset. The T-P operator extends operations with 

extra capabilities & a temporal expression. 

Furthermore, the TCL uses two simultaneous 

kernels to learn more representative temporal 

aspects. They conducted extensive tests on the 

action benchmark datasets to demonstrate our 

algorithm's superiority. 

The main issues of expensive 3-D network pre-

training is solved in [13], by evaluating if the prior 

variables of 2D Deep networks could be quickly 

modularized into 3D. To address the training 

challenge, the authors devised a 2D-Inflated 

procedure as well as a concurrent 3D ConvNet 

structure. The 2D-Inflated approach transforms 
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pre-trained 2D ConvNets into 3D ConvNets without 

the need of webcam input. They explored the 

optimal number of 3D ConvNets in a parallel design 

and discovered that a 6-nets topology is an effective 

option for identification. 

Residual attention unit (RAU)[24]is proposed to 

handle static distant pixels in feature maps by 

manipulating the data linked with the forefront 

zone. RAU is made up of spatial concentration and 

channel-specific awareness. The spatial awareness 

generates the attention mask by working on the 

intermediate feature map in a bottom-up top-down 

way, whereas the medium-wise awareness 

automatically reassesses the characteristic outputs 

of all streams. In addition, authors created a 

shortcut to retain the functionality of actual feature 

values by creating a quick link between the 

attention module's source and destination. Their 

suggested RAU is simply embeddable into 3D CNNs 

and allows for final learning alongside the models. 

Finally, tests on UCF101 and HMDB51 datasets 

were carried out to establish the validity. 

The Hierarchical Multi-scale Attention Network 

(HM-AN) [47] is proposed in which combines the 

HM-RNN with the awareness mechanism and is 

utilised for activity identification. Gumbel-softmax, 

a recently proposed gradient approximation 

approach for probabilistic neuron, is utilized in the 

development of periodic border detector and the 

probabilistic strong attention approach. The 

authors conducted research on action identification 

from films to validate the efficiency of HM-AN. 

Experimentation indicated that their HM-AN 

outperforms LSTMs with attention. 

E. Multi-Stream Networks Architecture for 

HAR:  

A unique approach is introduced [7] for removing 

global camera motion dubbed Saliency-Context 

two-stream ConvNets, which directly generates 

similarity score over two successive images with no 

need for human observation. The proposed context 

two-stream ConvNets identify the complete context 

in image sequences, while prominent channel are 

tuned on prominent gait analysis motion areas 

observed in the warped optical flow. Finally, 

Saliency-Context multiple ConvNets enable us to 

collect complementary information while achieving 

cutting-edge performance on the UCF101 dataset. 

A unique approach [16] for dynamically aggregating 

images in video stream for the job of recognising 

human behavior. In a single temporally search of 

such image sequence, their technique develops to 

aggregate such discriminative and relevant frames, 

while eliminating the bulk of irrelevant frames. The 

programme accomplishes this by continually 

estimating the exclusionary significance of each 

image sequence and then aggregating them in a 

deep network model. 

RGB Rank Pooling Dynamic Network (RGB-RPDN) 

[53], a CNN architecture that maps a stream to 

several image-level dynamic domains of the same 

size as the input. They investigated how well the 

hand-crafted rank-pooling machine can represent 

stream development, and they employed Flow Rank 

Pooling Dynamic Network to extend the dynamic 

domain of the frame-level to that of the flow-level 

(Flow-RPDN). Experiment findings indicate that 

RPDNs outperform existing state techniques. 



 

Volume 12    Issue 04, April   2023                             ISSN 2456 – 5083                              Page 386 

 

A Spatiotemporal Distilled Dense-Connectivity 

Network [11] is created for video action detection 

(STDDCN). STDDCN investigates interaction 

strategies between appearance and moving streams 

across topologies using these cognitive extraction 

and dense-networks. The availability of block-level 

tight linkages between visual and motion channels, 

in particular, enables space-time based interaction 

at the feature encoding levels. STDDCN's one-of-a-

kind architecture allows it to progressively develop 

better cascading spatiotemporal properties. Finally, 

several ablation experiments on two benchmark 

datasets, UCF101 and HMDB51, validate the 

applicability & universality of our technique. 

RESULTS AND DISCUSSION 

Evaluating the machine learning algorithm is the 

most critical component of Human Activity 

Recognition. A conventional train/test/validation 

data base is to breakdown is to use 60% of the data 

for learning, 20% of the data for validation, and 

20% of the data for verification. We create a third 

collection of data known as the validation set to 

check the model reliability. 

When making classification predictions, there are 

following four outcomes. 

• True Positives (TP) arise when an event is 

expected to correspond toward a single class and 

therefore    is found to be a member of that class. 

•  True Negatives (TN) happen whenever we 

predict how an event will not correspond to just a 

label but it does not belong to that category. 

•   False Positives (FP) occur if we mistakenly 

believe that an event corresponds to a category 

whereas it's doesn't. 

•   False Negatives (FN) occur if we believe an 

event doesn't really pertain to a category when 

something actually it does.. 

A. Accuracy:  

Accuracy is measured as the percentage of 

correctly predicted given the test suite. It's indeed 

easy to calculate by ration of the number of correct 

forecasts to the total number of estimates. 

Accuracy (1)
TP TN

TP TN FP FN


 

    

B. Precision 

Precision is described as the fraction of relevant 

evidence (true positives) across all samples 

predicted to pertain to a given category. 

Precision - (2)
TP

TP FP
 


 

C. Recall 

Recall is characterized as the measure of 

instances expected to correspond to a class divided 

by the total number of examples that truly belongs 

to the group. 

Recall - (3)
TP

TP FN
 

  

D. Mean Absolute Error 

The Mean Absolute Error is the mean of the 

variances between the Actual Values and the 

estimated Values. It tells us how far the projections 

differed from the actual outcome. Mathematically, it 

is represented as : 

1

1
( ) (4)

N

j j

j

MeanAbsoluteError y y
N 

  
 

E. Mean Squared Error 



 

Volume 12    Issue 04, April   2023                             ISSN 2456 – 5083                              Page 387 

 

Mean Squared Error (MSE) is identical to Mean 

Absolute Error (MAE), except MSE considers the 

mean of the square of the difference between the 

actual and projected measurements. MSE has 

advantage of making the gradient easy to compute, 

whereas Mean Absolute Error requires the 

application of complicated linear programming 

methods to evaluate the gradient. 

2

1

1
( ) (5)

N

j j

j

MeanSquareError y y
N 

  
 

F. HAR: Datasets 

Under this part, we discuss some of prominent or 

standard video clips used in the Literature of 

Human Activity Recognition. We list some of them 

below: 

The KTH [34] dataset includes films of individuals 

executing six different sorts of actions: punching, 

hand-appreciation, hand-gesture, walking, 

marathon, and wandering. These activities are 

executed by 25 people in four scenarios: outside, 

outside with event size, outside under different 

clothes, and indoors. As a consequence, there are a 

total of 600 videos: 25x4x6 = 600. The images have 

a quality of 160x120 and a refresh rate of 25fps. 

The Weizmann Human Action Dataset [10] is a 

freely donated dataset that contains 90 low quality 

clips (180144) of 9 different persons acting 10 

different activities: sprinting, hopping , forward 

leaping, forward flexing, one hand flapping, leaping 

jack, lateral leaping, one-leg leaping, strolling, and 

Two-hand flapping. 

UCF101 [36] is a data collection of 101 action 

categories of realistic action clips obtained from U 

tube. This set of data complements the UCF50 

collection of data, that includes 50 activity 

categories. With 13320 videos from 101 action 

categories, UCF101 contains the highest diversity 

of actions, and is the highest complicated video clip 

set to present, with significant variances in camera 

movements, item appearance and position, entity 

scale, viewpoint, congested backdrop, illumination 

circumstances, and so on. 

HMDB-51 [22] is indeed a gait analysis 

recognition video clips that includes 51 activity 

classes and over 7,000 physically cleared clips 

extracted from various sources ranging from digital 

motion films to YouTube. The dataset comprises 51 

distinct activity classes, each with at least 101 

clips, for a maximum of 6,766 video cuts culled 

from various input application domain. Each clip's 

label includes the wide - angle lens, image 

resolution, and amount of actors involved in the 

action. 

Kinetics 700 [5] is a source of huge, high-

resolution video data that include URL links close 

to 650,000 short clips, each of which covers 

400/600/700 human activity categories, relying on 

the data release. Human-object interactions, such 

as playing musical instruments, as well as human-

human interactions, such as holding hands and 

caressing, are featured inside the movies. Each 

activity category has at least 400/600/700 youtube 

clips.  
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Fig.1. Description 
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Fig.3. Description 
 

Accuracy Comparison on Various Standard (a) KTH Dataset, (b) HMDB-51 Dataset and (c) UCF-

101 Dataset 

 

Every video footage is labelled by hand with a single 

action category and seems to last approximately ten 

seconds. 

G. Analysis 

This section emphasises the relevance of an 

diferent works that is appropriate for a certain 

data collection. Furthermore, first most significant 

HAR approaches in terms of effectiveness are fully 

explored. We thoroughly examine the various 

cutting-edge approaches and published datasets.  

Figure 1(a) compares the top scoring neural 

architectural designs on KTH data collection. KTH  

 

dataset consists of 25 subject with various 

scenarios like inside & outside environment, scale 

variant scenarios. There are six different classes on 

a total of 2391 videos. The accuracy performance of 

3D-CNN, Multi-stream CNN+ LSTM, Bi-LSTM 
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networks, Two Stream CNN+RNN+C3D, CNN+C3D 

and CNN on KTH data are 99%, 97%, 96%, 95%, 

94%, 92% respectively. In all the above works, 

GoogLeNet, 3D DNN are used as feature extractors 

to perform classification. Any human action in a 

particular frame depends on its previous frames. 

Obviously, it is expected that Feedback networks 

like LSTM, RNN to perform better. But contrary to 

our belief, 3D Neural Networks performed better 

than other networks. After further analysis,the 

main reason is found out to be its low-level pixel 

feature representation for every action. Therefore, 

we can conclude that 3D-CNN or its extended 

version of 3D-CNN performs better for KTH 

datasets. 

HMDB-51 dataset consists of different videos 

containing movie scenes, public databases and 

internet videos. They considered five human 

actions recorded in different view points and 

motion variations. In figure 1(b), we easily infer 

Multi-stream CNN+C3D performs better than 

Sequential networks like CNN, Two-Stream, Multi-

Stream and feedback neural networks like LSTM, 

RNN. Investigations indicate that 2D + 3D multi-

stream framework methodology based on valued 

patches surpasses earlier fusion approaches, 

achieving an accuracy of up to 87.7 on the HMDB-

51 dataset [22], as shown in Fig. 1. (b). 

UCF-101 dataset consists of web videos containing 

five human actions and recorded in unconstrained 

outside environments. 101 signifies the number of 

classes and with each class containing 100+ clips. 

In Figure 1(c), it is clear that Multi Stream/Two 

Stream with LSTM/C3D network perform with an 

accuracy of above 98% accuracy. All their methods 

divides films into overlapping frames before 

performing segmentation with localised sparse 

segmentation using global clustering (LSSGC), 

yielding the best results in comparison as shown 

in figure 1(c). 

CONCLUSION 

This paper presents a review and comparative 

assessment of current breakthroughs in Human 

Activity identification using multi-view data in this 

work. We give an outline of many industry verticals 

as well as the requirements for proper operation. 

First, we discussed at some of the applications for 

detecting genuine human body activity using 

volumetric data. Smart Interactive Games, 

Personnel Assistant, driving assistance systems, 

Human-Computer Interaction, Smart Sports 

Biomechanics, Automatic Video Surveillance, 

Intelligent Video Annotation are some of the 

applications. We also spoke about some of the 

difficulties, such as Real-World Conditions, Camera 

Viewing, Computation Rate, and Biological 

Changes. Section IV summarises the brief 

description of the architecture, benefits, and 

limitations of Deep Learning approaches. The 

majority of these approaches are classified as 

follows: A. CNN, B. RNN, C. LSTM, D. LSTM, and E. 

Multi-Stream Convnet Architecture. Finally, we 

wrapped off the study with a review of several 

assessment criteria as well as accuracy 

comparison, often used in the field of Human 

Activity Recognition. Our conclusion is a 

combination of Multi-Stream and C3D networks 

performs in KTH, HMDB-51 and UCF-101 Dataset. 
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