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ABSTRACT

In this paper,we present the Predicting rainfall is essential since excessive rains may cause a variety of calamities. Taking preventative 

actions is made easier with the aid of prediction. Moreover, the forecast should be correct. Because heavy precipitation is strongly 

connected with the economy and human lifespan, it might be a severe negative for earth science departments. Individuals all around 

the world square measure confronted with natural calamities like floods and droughts every year. For nations like India, whose 

economy is largely based on agriculture, the accuracy of rainfall estimates is of great importance. We are unable to accurately predict 

precipitation due to the nature of the atmosphere and the equations used. Regression may be used to forecast precipitation using 

machine learning approaches. Non-experts will have access to techniques and approaches used in precipitation prediction. A 

comparison study will be conducted among the various machine learning techniques. 
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1. INTRODUCTION 

Rainfall forecasting is critical because heavy and irregular rainfall can have a wide range of consequences, including crop destruction 

and property damage. A greater predictive model is required for early warning, which can reduce risks to life and property while also 

better managing agricultural farms. This forecast primarily benefits farmers, and water resources may be used more efficiently. 

Rainfall forecast is a difficult process, and the findings must be precise. There are several hardware devices available for forecasting 

rainfall based on meteorological variables such as temperature, humidity, and pressure. Because traditional approaches are inefficient, 

we can get accurate results by employing machine learning algorithms. We can simply accomplish that by analyzing past rainfall data 

and forecasting rainfall for future seasons. We may use different approaches, such as classification and regression, depending on the 

needs, and we can also determine the error between the real and predicted values, as well as the accuracy. Because different 

approaches generate varying degrees of accuracy, it is critical to select the appropriate algorithm and model it in accordance with the 

requirements.The benefits of regression approach is as follows, it is a strong approach for examining the connection between a single 

dependent variable and a large number of independent factors. It enables researchers to manipulate extraneous elements. It also helps 

to attain the measure of error using the regression line as a base for estimations. The regression line can also be used as a basis for 

estimates. 

2. LITERATURE SURVEY 

Due to the severe weather conditions, several farmers have taken harsh action such as committing suicide. 300000 farmers have 

committed suicide in India between 1995 and 2014. As a result of this, Thirumalai, Chandrasegar, et al. forecast the quantity of 

rainfall for future years based on the agricultural seasons of the past. Rabi, Kharif, and Zaid are the three main harvest seasons. In 

order to make early predictions, the linear regression approach is used. A linear regression was used to predict Rabi and Kharif's 

values if only one variable was known. 

 

For the future forecast of agricultural seasons, the standard deviation and mean were also computed. In accordance with the crop 

season, farmers will be able to determine which crops they should harvest with the help of this tool, is a computer programme 

thatforecasts meteorological situations such as precipitation and thunderstorms, and allows users to take precautionary actions. 
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Data mining was used to model the algorithms. That would be the process of identifying patterns in huge data sets by using 

approaches at the confluence of machine learning, statistics and database systems. In computer science and statistics, data mining is 

the process of extracting information (using intelligent algorithms) from a data collection and turning it into an understandable format. 

It is now possible to get a complete set of rainfall data with characteristics. Algorithm is used to the dataset once it has been split into 

training and testing sets. Actual and projected values are compared to calculate accuracy. In order to reach a high value, the accuracy 

can be improved by using better algorithms. The data is pre-processed and normalized. A training set of data up to 2010 was used, and 

a test set of data from 2011 to 2016 was used as a testing set. MAE, RMSE, and MASE were used to calculate the performance of the 

algorithms. Comparatively, the Linear Regression method has produced more accurate findings. 

In this framework, 1. Introduction was discussed in section 2. Related work will be discussed in section.   3.Describes about our 

proposed work 4.Presents Results for our proposed work 5 will conclude this paper. 

Author & 

Year 

Proposed Finding/Outcomes 

Thirumalai

, Chandra 

Segar, 

The proposed method 

shows high accuracy in 

determining  

the type of skin lesion 

whether it is benign or 

malignant  

which will be very 

beneficial for diagnosis 

of melanoma skin  

cancer efficiently.   

Rainfall rates in prior 

years have been 

compared to several 

crop seasons (rabi, 

Kharif and zaid) in 

order to make 

predictions for future 

seasons. For an 

effective knowledge of 

agriculture in India, the 

study also assesses the 

different categories of 

data by linear regression 

approach using metrics. 

Using the results of this 

programme, farmers may 

make an informed choice 

on when to harvest a 

particular crop. 

Regression linear aide à 

identifier. 

Geetha, A., 

and G. M. 

Nasira 

There are many weather 

events that may be 

predicted using a 

decision tree. This 

knowledge can save 

lives and be utilized by 

individuals from many 

walks of life to make 

sensible and informed 

decisions. 

More relevant qualities 

may be utilized to predict 

the dependent variables 

in this model, allowing 

for further improvement. 

Parmar, 

Aakash, 

Kinjal 

Mistree, 

and Mithila 

Sompura. 

As a result of this 

research, it is possible to 

save and recover data 

that has been held for a 

longer length of time. 

However, it also reveals 

that neural networks are 

not able to make 

predictions about the 

data that has been 

stored. 

As a result of this 

research, all the weather 

forecasting networks in 

India would be able to 

provide more accurate 

and timely information to 

their viewers. 
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Dash, 

Yajnaseni, 

Saroj K. 

Mishra, 

and Bijaya 

K. 

Panigrahi. 

For summer monsoon 

(3.075) and post-

monsoon (3.149) 

respectively, ELM 

approach has 

demonstrated higher 

performance with 

minimal mean absolute 

percentage error scores 

compared to KNN and 

ANN techniques. 

These artificial 

intelligence techniques 

are capable of accurately 

predicting both summer 

monsoon and post-

monsoon conditions in 

Kerala, India, with 

minimum prediction 

error scores, according to 

the results of this study. 

3. PROPOSED SYSTEM 

 
In this the study examines the use of machine learning in the prediction of rainfall to specifications status based on data produced. The 

model achieved best accuracy of using Linear Regression. The training and testing dataset were performed by the system from Scikit-

learn module. 

Precipitation is predicted using a predictive model. A good examination of the data and observation of variations in the patterns of 

rainfall are the initial steps in this process. Datasets are separated into training and testing sets before different machine learning and 

statistical techniques are applied to estimate the amount of rain. Innumerable techniques are used to reduce the mistake. 

Techniques utilized in the production of this work include: By fitting an equation to determined information, multiple linear regression 

attempts to describe the relationship between two or more variables and a given answer. As far as I can see, it's nothing more than an 

extension of a simple regression toward the mean.  

The general form of multivariable linear regression model is: y=α+β1x1+ β2x2+…+ βkxk+ε where y = dependent variable and x1, 

x2… xk are independent variables, α, β are coefficients. 

When one explicit variable isn't clear enough to map the relationship between the independent and also the variable quantity, multiple 

regression can be used to describe the relationship. 
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The data which we have been collected will undergo for the cleaning process. We perform splitting of the input data into training and 

testing datasets with a desired ratio by using a powerful python module named Scikit-learn. 

Machine learning algorithms are evaluated using the train-test split process when they are used to generate predictions on data that 

was not used to train the algorithm. You may compare the performance of different machine learning algorithms for your predictive 

modelling issue. If you have a tiny dataset or if further setup is necessary (such as if the dataset is not balanced), you should not utilize 

the technique. 

4. RESULTS AND DISCUSSION 

In this session we will discuss about the results that are obtained by performing the above method and how they are transformed by 

using the AI architecture.  

                                

Fig 1. Input Images 

The above images represent the loading of dataset to get the final response from the given data 

                              

                                                                                                                  Fig 2. View Data 

The above image shows us the total available data in our project 
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Fig 3. Preprocessing Data 

The above shown figure represents the preprocessing of data in which the tasks like cleaning of data is performed. 

 

Fig 4. Visualizations 

The above shown figure is for visualization which gives pie and histogram plots. More over examining the data using plotting is better 

than tabular form 

                        

                                                                                             Fig 5. Encoding and Splitting Data 

The above-shown figure is performing encodings and splitting of the dataset using Scikit-learn. As the encoding and splitting will be 

performed by using a powerful Scikit-learn module. 
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                                                                                          Fig 6. Model Training and Evaluation 

The above-shown figure is for training our models and to visualize the evaluation. 

                           

                                                                                                                           Fig 7. Input 

The above-shown figure is for performing predictions to get the required output from the given inputs. 

6. CONCLUSION 

Machine learning algorithms are evaluated using the train-test split process when they are used to generate predictions on data that 

was not used to train the algorithm. You may compare the performance of different machine learning algorithms for your predictive 

modelling issue. If you have a tiny dataset or if the further setup is necessary (such as if the dataset is not balanced), you should not 

utilize the technique. 
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