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ABSTRACT: In FFT computation, the butterflies play a central role, since they allow the 

calculation of complex terms. Therefore, the optimization of the butterfly can contribute for the 

power reduction in FFT architectures. In this paper we exploit different addition schemes in 

order to improve the efficiency of 16 bitwidth radix-2 and radix-4 FFT butterflies. Combinations 

of simultaneous addition of three and seven operands are inserted in the structures of the 

butterflies in order to produce powerefficient structures. The used additions schemes include 

Carry Save Adder (CSA), and adder compressors. The radix-2 and radix-4 butterflies were 

implemented in hardware description language and synthesized to 45nm Nangate Open Cell 

Library using Cadence RTL Compiler. The main results show that both radix-2 and  

radix-4 butterflies, with CSA, are more efficient when compared with the same structures with 

other adder circuits.  
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1. INTRODUCTION 
 Fast Fourier Transform (FFT) is the largely 

implementation of the Discrete Fourier 

Transform (DFT), because this algorithm 

needs less computation due its recursive 

operator named butterfly [1].  

A radix-2 butterfly, with Decimation in 

Time (DIT), based on three multipliers, was 

presented in [2], whose architecture uses 

only 3-2 adder compressor [3] in its internal 

structure. In this work we show that the use 

of Carry Save adder - CSA [4] is more 

efficient for this butterfly. In [5] the 

structures of the radix-2 of [2] were 

optimized with the reduction of two 

adders/subtractors. In [5], the radix-4 

butterfly was optimized using part of the 

optimized radix-2 butterfly.  

In this work we are able to identify what is 

the best addition scheme for both radix-2 

and radix-4 butterflies. While in the radix-2, 

3-2 adder compressors or CSA can be used, 

the radix-4 butterfly enables the use of 7-2 

adder compressors or CSA tree schemes. 

The 7-2 adder compressor was implemented 

with the combination of different structures 

based on CSA, 3-2, 4-2, and 5-2 adder 

compressors.  

mailto:devasothnethaji515@gmail.com


 

Vol 11 Issue01, Jan 2022                            ISSN 2456 – 5083 Page 60 
 

To implement N-bit, CSA, 3-2, and 7-2 

adder compressors, it is necessary a 

recombination line of partial Carry and Sum 

terms. To make the recombination of these 

terms, is used a cascade of half and full-

adders circuits, in a Ripple Carry (RCA) 

form. In this work, efficient adders schemes 

such as Carry Look Ahead (CLA) [6], 

Kogge-Stone [7] adders, and efficient 3-2 

adder compressor [3] are exploited inside 

the recombination line of addition. The best 

of the adders, in terms of delay and power 

dissipation, is used inside the addition 

recombination line of CSA and adder 

compressors.  

The radix-2 and radix-4 butterflies, with 

different adder schemes, were implemented 

in VHDL, with 16-bit width, and 

synthesized to 45nm Nangate Open Cell 

Library [8], using Cadence synthesis tool. 

Area, delay, and power values for the 

dedicated butterflies are presented. The main 

results show that both butterflies with CSA 

are the most power efficient structures. The 

main contribution of this work is the 

exploration of different addition schemes in 

the optimized radix-2 and radix4 butterflies 

previously proposed in literature in order to 

provide power efficiency improvement. The 

rest of the paper is organized as follow.   

2. LITERATURE REVIEW 

Fast Fourier Transform (FFT) is the largely 

implementation of the Discrete Fourier 

Transform (DFT), because this algorithm 

needs less computation due its recursive 

operator named butterfly. This operator 

performs the calculation of complex terms, 

which involves multiplication of input data 

by appropriate coefficients [1]. In [2], a 

radix-2 butterfly structure, with Decimation 

in Time (DIT), based on four multipliers, 

and three other structures based on three 

multipliers, for the calculation of the real 

and imaginary parts are presented. A new 

structure, also based on three multipliers, 

was presented in [3]. Among the structures 

of [2], and [3], the original structure (named 

structure A), based on 4 multipliers, 

presented the best power consumption 

result.  

However, one of the three multiplierbased 

structures (named structure B) proved to be 

potentially power consumption reduction, 

mainly when two levels of pipeline was 

used, because it enabled the reduction of one 

multiplier, and because the large reduction 

of the critical path. In this work, we 

optimize the radix-2 butterfly structure B 

from [2] by changing the positions of the 

operands and the twiddle factors inside the 

architecture, what enables the reduction of 

two adder/subtractor circuits. According to 

[4], radix-4 algorithms have a computational 

advantage over radix-2 algorithms because 

one radix-4 butterfly does the work of four 

radix-2 butterflies, and the radix-4 butterfly 

requires only three complex multipliers 

compared to four complex multipliers of 

four radix-2 butterflies. In this work, the 

focus is to reduce the number of real 

multipliers in the radix-4 DIT butterfly, 

whose original structure is composed of 12 

real multipliers to compute one complex 

multiplication. As will be presented later, 

when using part of the proposed optimized 

radix-2 butterfly, the radix-4 butterfly has 
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reduced three real multipliers inside its 

structure.  

Most of the low power 

implementations of FFT from the literature 

try to optimize the entire architecture by 

using techniques such as pipelining, reusing 

the butterflies in sequential and semi-

parallel architectures, or even reordering the 

twiddle factors such as in [9]-[11]. However, 

neither mentioned work proposed to reduce 

the number of multipliers in the butterfly 

operator from the FFT architecture. The 

reduction of the number of multipliers in the 

radix-2 butterfly was presented in [12], 

where only two multipliers are used in the 

butterfly. However, the butterfly was 

operated at two clock cycles, i.e., the 

multiplier was reused for the butterfly 

calculation. In [5] the radix-2 and radix-4 

butterflies operate at one clock cycle, but 

they do not exploit different addition scheme 

in order to improve the power efficiency of 

the butterflies, as in this work. 

3. RADIX-2 AND RADIX-4 DIT 

BUTTERFLIES OVERVIEW 

The FFT X(k) of a signal x(n) can be 

computed using (1), where WN is named 

twiddle factor, i is the imaginary component 

and N is the number of points of the FFT. 

The FFT has a hierarchical computation and 

the butterfly plays a central role in this 

computation [1]. In this work, radix-2 and 

radix-4 butterflies are exploited. 

  

 

 

 
Fig. 1. Structure of 7-2 adder compressor (a) 

based on   (b) based on 5-2 and 4-2 adder 
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compressors, (c) based on 3-2 and 4-2 adder 

compressors and (d) Structure of CSA 

overturned-stairs tree for seven operands . 

4. ADDITION SCHEMES FOR 

THREE AND SEVEN OPERANDS 

The used additions schemes consider more 

than two operands additions at a time. As in 

the radix-2 and radix-4 butterflies three and 

seven operands additions are allowed, 

respectively, thus different addition schemes 

are exploited in this work.  

A.Addition Schemes for Three Operands  

For the addition of three operands, CSA and 

3-2 adder compressor are used. The basic 

idea of the CSA is that three numbers can be 

reduced to two, in a 3-2 compressor, by 

doing the addition while keeping the carries 

and the sum separate, as shown in Fig. 1(a) 

[3]. The CSA is very fast because it simply 

outputs the carry bits instead of propagating 

them to the left. 

 The 3-2 compressor uses one 

multiplexer (MUX) to generate the Carry 

output and two Exclusive-OR (EXOR) gates 

to generate the Sum term, as presented in 

Fig. 1(b) [3]. The final sum result is given 

according to S = Sum + 2Carry . The critical 

path of the 3-2 adder compressor is given by 

the two EXOR gates of the Sum term 

calculation [3]. 

 

Fig. 2. Internal structure of: (a) N-bit CSA   

(b) 3-2 adder compressor . 

B.Addition Schemes for Seven Operands 

 For the addition of seven operands, 

we have exploited different schemes, such 

as 7-2 adder compressors, and a tree of 

addition based on CSA scheme. The 7-2 

adder compressor proposed in [14] is 

presented in Fig. 2(a). In this structure, the 

critical path is given by 6 EXOR gates. All 

the inputs and output Sum have the same 

weight. On the other hand, while the output 

Carry and Cout1 are weighted one bit order 

higher, the output Cout2 has two bit order 

higher than the inputs. Besides the EXOR 

gates and MUX, it also uses a carry 

generator module (CGEN).   A scheme of 

CSA overturned-stairs tree for seven 

operands [15] is also used in this work, as 

presented in Fig. 1(d). This structure 

presents a mix of the Wallace tree and the 

balanced tree, what can provide a good 

relationship between power and delay 

values.  

C.Addition Schemes for the 

Recombination Line of CSA and Adder 

Compressors  

To implement an N-bit CSA, or an 

N-bit adder compressor, we have to use a 

recombination of partial Carry and Sum 

terms. This recombination is made from a 

cascade of half and full-adders circuits in a 

RCA form, as marked in the dotted lines of 

the example in Fig. 3, that shows an 8-bit 

addition using 4-2 adder compressor. The 

line of recombination is a bottleneck in the 

compressor performance, since the partial 

carries produced by the actual block are 

propagated to the next blocks.  
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For the RCA recombination line, 

four structures were used: 1- RCA 

composed of Half Adder (HA) and Full 

Adder (FA), as in Fig. 3, 2- RCA composed 

of HA and 3-2 adder compressor, 3- RCA 

based on Carry Look Ahead adder, and 

finally 4- RCA based on Kogge-Stone 

adder. 

 

Fig. 3. Example of 8-bit addition using 4-2 

adder compressors 

The best results for the addition of three 

operands, in terms of number of cells and 

cell area, is the structure named 3- 

2/RCA_3-2, and the best results for power is 

the structure named CSA_FA/RCA_3-2. In 

fact, although the CSA structure presents 

more area, and consequently more leakage 

power, the aspect of presenting less dynamic 

power contributes for the slightly reduction 

in total power in this structure. From now, 

we will be using in the radix-2 butterfly, the 

CSA_FA/RCA_3-2 instance.  

Table III shows the synthesis results of the 

16-bit width addition of seven operands, 

where five structures were used with 7-2 

adder compressor: 1- with the structure of 

[14], and shown in Fig. 4(a) (named 7-

2_[14]); 2- with one 5-2 and one 4-2 adder 

compressor (named 7-2_5-2,4-2); 3- with 

two 4-2 and one 3-2 adder compressor 

(named 7-2_4-2,3-2); 4- with CSA using 3-2 

adder compressors (named 7-2_CSA_3-2), 

and finally 5- with CSA using FA (named 7-

2_CSA_FA). For all structures, the delay 

was set to 1100ps.  

Table III shows that the best results, for all 

parameters, is the structure named 7- 

2_CSA_FA. This occurs because the good 

relationship between speed performance and 

power dissipation presented by the CSA 

overturned-stairs tree. From now, we will 

use in the radix-4 butterfly, the addition of 

seven operands with CSA using FA, and the 

recombination line with HA and 3-2 adder 

compressors. 

 
Table I. Results for the 16-bit width addition of seven 

operands with different adders structures 

                5.  RESULTS 

 Optimized Radix 4: 

 
Fig 4: Radix2 using 3*2 Compressor 

 
Fig 5:Optimized radix 2 
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Fig 6:Synthesis reports 

Optimized radix 4 

 

 
Optimized radix 2: 

 

 

6.CONCLUSION 

 This paper presented different 

addition schemes for radix-2 and radix-4 

butterflies. The main results showed that the 

best adder scheme for the recombination line 

of CSA and adder compressors is that uses 

internally HA and 3-2 adder compressor. 

This efficient recombination line was used 

in the CSA and adder compressors for three 

and seven operands additions. As could be 

presented, the radix-2 and radix-4 butterflies 

from the literature were improved by using a 

CSA with FA, and one line of pipeline. 

These results prove the efficiency of the 

CSA for both butterflies. 
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