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Abstract: Image distortion is one of the compression techniques which is used to find the 

modifications in the image. It is highly impossible to the human to notice the distortion within 

the image. Every pixel of the image is to be observed carefully weather the image is changed or 

not. Deep Learning (DL) is most widely used to solve various complex issues. Picture-level Just 

Noticeable Difference (PJND) is the method which is used to detect the noticeable change in the 

image. In the process leading to image correction and enhancement, the detection of artifacts and 

the quantification of their impact on the image-quality levels are of paramount importance. 

Image Quality Assessment (IQA) algorithms aim at consistently reflecting human quality 

perception in order to provide reliable estimates of the quality level of the images being 

processed for enhancement. 

Keywords: Deep Learning, Image Quality Assessment, Image distortion, Picture-level Just 

Noticeable Difference (PJND) 

 

Introduction 

Images/Videos are commonly explored in 

various multimedia services and become an 

indispensable part in people’s daily life. To 

provide a high quality of multimedia 

experience, there are many researches 

devoting to the development of image/video 

processing, image/video coding, and robust 

transmission technologies. Since human 

eyes are the ultimate receivers of 

images/videos in general, how to describe 

perceptual characteristics of human vision 

more precisely and efficiently has been  

 

 

drawing lots of attentions from both 

academic and industrial societies [1]–[4]. 

JND indicates the maximum 

distortion that is allowed to be injected with 

the constraint that no visual quality variation 

is perceived. In the literature, the 

conventional JND models can be mainly 

categorized into pixel-wise models which 

calculate the JND threshold for each pixel 

straightforwardly in the pixel domain and 

sub-band JND models which calculate the 

JND threshold for each sub-band coefficient 
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by transforming the image into frequency 

domain (e.g., DCT, wavelet) representation. 

Literature Survey 

Based on Chou and Li [5], Yang et al. [6] 

exploited a nonlinear additively model to 

reduce the overlapping effects between LA 

and CM. Since these two methods 

overestimated the masking effects in the 

edge regions, Liu et al. [7] decomposed one 

input image into two images, one is named 

structural image and the other is the textural 

image, followed by performing edge 

masking (EM) estimation and texture 

masking (TM) estimation, respectively. 

Considering that the CM effect is not 

comprehensively evaluated, Wu et al. [8] 

proposed the disorderly concealment effect 

based on free-energy principle for JND 

estimation. Motivated by the observation 

that the HVS is highly sensitive to the 

repeated pattern in visual signal, Wu et al. 

[9] introduced the concept of pattern 

complexity to decide the total masking 

effects. With image saliency information, 

Hadizadeh et al. [10] developed a saliency-

guided JND model by the normalized 

Laplacian pyramid. the textural image 

proposed by Liu et al. [7] is further 

decomposed into two portions according to 

the regularity of the texture. 

Then, Huang et al. [11] presented an 

architecture similar to the one proposed by 

Bondi et al. [12], and the authors were able 

to improve over the accuracy obtained by 

Freire-Obregón et al. [13] by using Batch 

Normalization and more convolutional 

layers. Following along the line of deeper 

CNN architectures, Yao et al. [14] (code 

available at 

https://github.com/grasses/Camera-

Identification) put forward a 13-layer 

convolutional neural network.  

Chen et al. [15] investigated the use 

of a residual neural network (ResNet) with 

26 layers for source camera identification, 

and proved its effectiveness with multiple 

experiments: the accuracies obtained for 

brand-, model-, and device-level 

identification were 99.12%, 94.73%, and 

45.81%, respectively. According to their 

paper, ResNet has better performance than 

AlexNet, GoogleNet, and the scheme from 

Bondi et al. [12]. Ding et al. [16] extended 

this last method by combining ResNet 

architecture with a multi-task learning 

strategy, further improving the performance. 

The three tasks (brand-level, model-level, 

and sensor-level classification) are 

integrated into one framework and share the 

weights of the CNN architecture. 

Related work on Picture-level Just 

Noticeable Difference (PJND) 

Hoffman and Stolitzka [18] proposed tests to 

determine if a compressed image differs 

from a reference image by more than one 

JND. The testing environment was 

according to ISO 3664. The monitor used 

had a 24.3-in diagonal and resolution 1920 × 

1200. A reference (uncompressed) image 

and an image consisting of the alternating 

reference image and a distorted version were 

presented side by side. The observer had to 

identify which of the two images was non-

flickering. A database of about 250,000 

responses collected from 35 observers to 18 

images was made available. The flicker 
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method proposed in this paper was adopted 

as a standard [19]. 

Zhang et al. [20] collected a large-scale 

dataset of perceptual judgements, which 

included asking subjects whether one 

reference patch and one distorted patch are 

identical. They used 20 types of distortions 

(e.g., photometric distortions, noise, 

blurring, and compression artifacts) and 

sequentially composed pairs of distortions. 

The two patches had a resolution of 64 × 64 

and were shown for 1 s each, with a 250 ms 

gap in between.  

Redi et al. [21] compared the performance 

of absolute category rating obtained by the 

single stimulus (SS) method with that of the 

quality ruler (QR) method. The QR consists 

of a series of reference images varying in a 

single attribute (sharpness), with known and 

fixed quality differences between the 

samples, given by a certain number of JND 

units [22]. For the QR method, the quality of 

an input image is compared to the image 

qualities on the ruler. The study showed that 

QR scores have narrower confidence 

intervals than SS scores. 

Deep Learning Algorithms for Picture-

level Just Noticeable Difference (PJND) 

Deep learning is a subfield of 

machine learning that has evolved out of the 

traditional approaches to artificial neural 

networks. Various deep learning algorithms 

are discussed in this section to notice the 

Picture-level Just Noticeable Difference.  

With the advent of back propagation, neural 

networks began to see renewed interest and 

significant theoretical advancement in the 

form of recurrent neural networks (RNN), 

Convolutional neural networks (CNN), Long 

Short-Term Memory networks (LSTM) and 

Gradient decent (SGD).   

1) CNN: Convolutional neural networks 

learn filter banks that are convolved with the 

original data. The filters can also be 

represented as a fully connected layer where 

the weights of the edges are tied together in 

way that replicates the convolution 

operation. This weight sharing structure 

allows for fewer parameters than having 

each weight be unique, and directly accounts 

for structure in the data. Each filter creates a 

new, processed version of the image.  

2) RNN: Recurrent neural networks 

contributed a lot to the success of deep 

learning in various fields. It outperforms for 

time series classification because of its intra 

layer connections and inters layer 

connections. Training an RNN is a difficult 

task. Back-propagation must be modified to 

function in RNNs, since there are cycles in 

the graph. This is frequently handled 

through a technique known as back-

propagation through time, wherein the 

network is "unrolled" for a discrete number 

of steps. This process creates a network with 

only forward connections, allowing back-

propagation to work as normal, at the cost of 

limiting the impact of the recurrent 

connections.  

3) LSTM: Long Short-Term Memory 

networks have proven successful for 

sequential data classification because they 

are specifically designed to classify for each 

time stamp. At each time point data is 

processed by individual LSTM unit. The 

processed result is fed to the next layer and 
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as well as well as remains within the same 

layer for the processing of next time stamp. 

The information passed through to the next 

layer is passed through an activation 

function. However, the recurrent connection 

within the layer is not subjected to an 

activation function. One of the vibrant 

problems in LSTM is the lack of activation 

function in recurrent layers to avoid the 

vanishing gradient problem. Due to this 

gradient problem it gives gradient a constant 

value of one. Each LSTM unit has a number 

of gates which control the flow of 

information. A gate is a combination of a 

sigmoidal activation unit and pointwise 

multiplication. The flow of information from 

one time stamp to another time stamp is 

controlled by these gates.  

4) SGD: It is a derivative of traditional 

gradient descent, differing in that the error 

function is calculated using only a 

subsample of the available data. This is both 

easier to use and more efficient for training 

datasets that do not fit in memory. 

Furthermore, adding randomness to the 

optimization can aid in breaking through 

plateaus and avoiding local minima. The 

addition of momentum terms, which biases 

the gradient in the direction of recently 

calculated gradients, greatly improved the 

ability to train deep models by further 

increasing speed of convergence. Most 

studies focus on using machine learning to 

answer a neuroscience question, rather than 

on improving the machine learning 

techniques themselves. Generally only a 

single technique is applied to the 

classification of a dataset and Individual 

datasets have highly varying characteristics, 

and some are simply harder to classify than 

others, so it is difficult to draw conclusions 

on the effectiveness classification system as 

compared to another. 

 
Figure 1: Deep Learning for PW-JND 

Conclusion 

Various JND models are discussed and the 

integration of deep learning algorithms is 

also plays a major role. JND models are 

usually employed in image/video coding 

frameworks to improve coding efficiency by 

removing perceptual redundancy of the 

visual content. The study revealed that, for 

the purpose of building publicly available 

data of subjective quality, the Single 

Stimulus method presents several drawbacks 

such as low confidence in the scores and 

susceptibility to range effects. Conversely, 

the Quality Ruler method is worth the 

implementation effort from a point of view 

of consistency and repeatability of the 

scores.  
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