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ABSTRACT:  In the past few years, the problem 

of generating descriptive sentences automatically 

for images has garnered a rising interest in natural 

language processing and computer vision research. 

An image caption is something that describes an 

image in the form of text. It is widely used in 

programs where one needs information from any 

image in automatic text format. Image captioning is 

a fundamental task which requires semantic 

understanding of images and the ability of 

generating description sentences with proper and 

correct structure. With the exponential 

development in the field of artificial intelligence in 

recent years, many researchers have focused their 

attention towards the topic of image caption 

generation. With advanced deep learning 

techniques, accessibility of big datasets and 

computer power one can build an efficient model to 

generate captions. Hence, in this work Deep 

Learning based Automated image Caption 

Generator is presented. The model is trained in 

such a way that if input image is given to model it 

generates captions which nearly describes the 

image. In this approach, two deep learning 

algorithms like LSTM (Long Short Term Memory) 

and CNN (Convolutional Neural Networks) are 

used. Feature extraction is done first and then 

captions are generated. The flickr_8k dataset is 

used for training the model. The dataset which we 

are using contains 8000 images and each image is 

mapped with five different captions. 

KEYWORDS: Image Caption Generator, 

Convolutional Neural Network (CNN), Long 

Short Term Network  (LSTM). 

I. INTRODUCTION 

Image captioning is the process of 

generating a textual description of an 

image that aims to describe the salient 

parts of the given image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Image caption includes the multi-level use 

of image information. From the target in 

the image, the relationship between the 

targets, to the description of the image, and 

the construction of the scene graph, all 

belong to the category of image 

description research. Each task in image 

caption has great research value and great 

practical application value [4]. 

 

Caption generation is an interesting 

artificial intelligence problem where a 

descriptive sentence is generated for a 

given image. It involves the dual 

techniques from computer vision to 

understand the content of the image and a 

language model from the field of natural 

language processing to turn the 

understanding of the image into words in 

the right order. Image captioning has 

various applications such as 

recommendations in editing applications, 

usage in virtual assistants, for image 

indexing, for visually impaired persons, 

for social media, and several other natural 

language processing applications. 

 

Automatic caption generation is a tough 

undertaking that can aid visually 

challenged persons in understanding the 

content of web images. It may also have a 

significant impact on search engines and 

robots. This problem is substantially more 

difficult than image categorization or 

object recognition, both of which have 
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been extensively researched [2].Gesture 

recognition becomes a popular analytics 

tool for extracting the characteristics of 

user movement and enables numerous 

practical applications in 

the biometrics field. Despite recent 

advances in this technique, complex user 

interaction and the limited amount of data 

pose serious challenges to existing 

methods [1]. 

 

With the growing advancement in in-depth 

reading techniques, the availability of large 

databases, and the ability to integrate, 

models are often developed to produce 

image captions. Image captioning is a 

process that involves image processing and 

natural language processing concepts to 

identify the context of an image and 

interpret it in a natural language such as 

English or any other language. Image 

caption generator incorporates the concept 

of reconfiguring an image and interpreting 

it in the native language such as English 

[3]. 

 

Recent advancements in language 

modeling and object recognition have 

made image captioning an essential 

research area in computer vision and 

natural language processing. Caption 

generation of an image has a great impact 

by helping visually impaired people to 

better understand the contents on the web 

[5]. 

 

Image caption methods can be divided into 

template-based methods, retrieval-based 

methods and deep learning-based methods. 

The template-based method first obtains 

some visual concepts for the image, and 

then generates a sentence through sentence 

templates, syntactic rules, or combined 

methods. Retrieval-based methods usually 

need to save a large database, and then 

obtain a sentence or a group of sentences 

through image retrieval, and then obtain a 

complete image description. The image 

description based on deep learning mainly 

uses the structure of codec to complete the 

image caption task. Further, the effect of 

image description can be improved 

through the attention machine or other 

methods of enhancing the deep learning 

model. 

 

Recently, deep learning methods have 

achieved state-of the-art results on 

examples of this problem. It has been 

demonstrated that deep learning models 

are able to achieve optimum results in the 

field of caption generation problems. 

Hence in this work, deep learning based 

automated image caption generator is 

presented. The rest of the work s organized 

as follows: The section II demonstrates 

literature survey. The section III presents 

deep learning based automated image 

caption generator.The section IV evaluates 

the result analysis of presented approach. 

Finally the work is concluded in section V. 

 

II. LITERATURE SURVEY 

Xiangqing Shen, Bing Liu, Yong 

Zhou & Jiaqi Zhao et. al., [6] describes 

Remote sensing image caption generation 

via transformer and reinforcement 

learning. A new model using the 

Transformer to decode the image features 

to target sentences is presented. 

Reinforcement Learning is then applied to 

enhance the quality of the generated 

sentences. We demonstrate the validity of 

our proposed model on three remote 

sensing image captioning datasets. This 

model obtains all seven higher scores on 

the Sydney Dataset and Remote Sensing 

Image Caption Dataset (RSICD), four 

higher scores on UCM dataset, which 

indicates that the proposed methods 

perform better than the previous state of 

the art models in remote sensing image 

caption generation. 

 

Nayan Mehta, Suraj Pai,Sanjay Singh et. 

al., [7] describes Automated 3D sign 

https://www.sciencedirect.com/topics/computer-science/gesture-recognition
https://www.sciencedirect.com/topics/computer-science/gesture-recognition
https://www.sciencedirect.com/topics/computer-science/analytics-tool
https://www.sciencedirect.com/topics/computer-science/analytics-tool
https://www.sciencedirect.com/topics/engineering/biometric
https://link.springer.com/article/10.1007/s11042-020-09294-7#auth-Xiangqing-Shen
https://link.springer.com/article/10.1007/s11042-020-09294-7#auth-Bing-Liu
https://link.springer.com/article/10.1007/s11042-020-09294-7#auth-Yong-Zhou
https://link.springer.com/article/10.1007/s11042-020-09294-7#auth-Yong-Zhou
https://link.springer.com/article/10.1007/s11042-020-09294-7#auth-Jiaqi-Zhao
https://link.springer.com/article/10.1007/s10209-019-00668-9#auth-Nayan-Mehta
https://link.springer.com/article/10.1007/s10209-019-00668-9#auth-Suraj-Pai
https://link.springer.com/article/10.1007/s10209-019-00668-9#auth-Sanjay-Singh
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language caption generation for video. 

This paper aims to present a useful 

technology that can be used to leverage 

online resources and make them accessible 

to the hearing-impaired community in their 

primary mode of communication. First, the 

video gets converted to text via subtitles 

and speech processing methods. The 

generated text is understood through NLP 

algorithms and then mapped to avatar 

captions which are then rendered to form a 

cohesive video alongside the original 

content. We validated our results through a 

6-month period and a consequent 2-month 

study, where we recorded a 37% and 70% 

increase in performance of students taught 

using Sign captioned videos against 

student taught with English captioned 

videos.  

Chetan Amritkar, Vaishali Jabade et. al., 

[8] describes Image Caption Generation 

using Deep Learning Technique.This 

model is used to generate natural sentences 

which eventually describe the image. This 

model consists of Convolutional Neural 

Network(CNN) as well as Recurrent 

Neural Network(RNN). The CNN is used 

for feature extraction from image and 

RNN is used for sentence generation. The 

model is trained in such a way that if input 

image is given to model it generates 

captions which nearly describes the image. 

The accuracy of model and smoothness or 

command of language model learns from 

image descriptions are tested on different 

datasets. These experiments show that 

model is frequently giving accurate 

descriptions for an input image. 

Philip Kinghorn, Li Zhang, Ling Shao et. 

al., [9] presents A region-based image 

caption generator with refined 

descriptions. A novel region-based deep 

learning architecture for image description 

generation is presented. It employs a 

regional object detector, recurrent neural 

network (RNN)-based attribute prediction, 

and an encoder–decoder language 

generator embedded with two RNNs to 

produce refined and detailed descriptions 

of a given image. Most importantly, the 

proposed system focuses on a local based 

approach to further improve upon existing 

holistic methods, which relates specifically 

to image regions of people and objects in 

an image. Evaluated with the IAPR TC-12 

dataset, the presneted system shows 

impressive performance and outperforms 

state-of-the-art methods using various 

evaluation metrics 

 

Kelvin Xu, Jimmy Lei Ba, Ryan Kiros, 

Kyunghyun Cho, Aaron Courville, Ruslan 

Salakhutdinov, Richard S. Zemel, Yoshua 

Bengio et. al., [10] describes Neural Image 

Caption Generation with Visual Attention. 

An attention based model is described that 

automatically learns to describe the 

content of images. Authors described how 

this model is trained in a deterministic 

manner using standard back-propagation 

techniques and stochastically by 

maximizing a variational lower bound. 

They also show through visualization how 

the model is able to automatically learn to 

fix its gaze on salient objects while 

generating the corresponding words in the 

output sequence. They validate the use of 

attention with state-of-theart performance 

on three benchmark datasets: Flickr9k, 

Flickr30k and MS COCO. 

 

III. DEEP LEARNING BASED 

AUTOMATED IMAGE CAPTION 

GENERATOR 

In this section, Deep learning based 

automated image caption generator is 

presented. The block diagram of presented 

approach is shown in Fig. 1. 
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Image captioning isa more complicated but 

meaningful task in the age of artificial 

intelligence. In this an Image caption 

generator, basis on the provided 

oruploaded image file it will generate the 

caption from a trained model which is 

trainedusing algorithms and on a large 

dataset. The main idea behind this is that 

users will get automated captions when 

they use or implement it on social media or 

on any applications. 

 

This project is totally based upon to 

generate the relevant natural 

languagecaption to the given input image, 

instead of just describing a single target 

object themodel detects multiple target 

objects for generating grammatically 

correct caption. Wehave used flickr_8k 

data set .The given input image is pre-

processed.The flickr_8k dataset is used for 

training the model. The dataset which 

weare using contains 8000 images and 

each image is mapped with five 

differentcaptions.These applications in 

image captioning have important 

theoretical andpractical research value. 

Image captioning is a more complicated 

but meaningful task inthe age of artificial 

intelligence.  

 

Given a new image, an image captioning 

algorithmshould output a description about 

this image at a semantic level. In this an 

Imagecaption generator, basis on our 

provided or uploaded image file It will 

generate thecaption from a trained model 

which is trained using algorithms and on a 

large dataset.The main idea behind this is 

that users will get automated captions 

when we use orimplement it on social 

media or on any applications. 

 

Data preprocessing is done in this step 

includes Data cleaning, Data reduction, 

Image data preparation.  For instance, 

punctuations, digits, single length words 

are removed from the text dataset. Feature 

extraction refers to the process of 

transforming raw data into numerical 

features that can be processed while 

preserving the information in the original 

data set. Feature extraction helps to reduce 

the amount of redundant data from the data 

set. In the end, the reduction of the data 

helps to build the model with less machine 

effort and also increases the speed of 

learning and generalization steps in deep 

learning process. 

 

Two deep learning models have been 

selected i.e, CNN and LSTM.  Firstly, 

CNN takes image as input and extract 

features such as background, objects in the 

image.In this approach, CNN 

(Convolutional Neural Networks)and 

LSTM are used to generate captions for 

this Python-based application (Long Short 

TermMemory). The photograph features 

will be taken from VGG16, a CNN version 

trainedon the image net dataset, and then 

fed into the LSTM model, which will be 

responsible for creating the photograph 

captions. Convolutional neural networks 

are deep neural networks that have been 

customized to process data in the form of a 

second matrixPhotographs are easy. It is 

able to handle the photos that have been 

translated, circled,scaled and modifications 

in angle.  

 

Long ShortTerm Memory (LSTM) is a 

form of RNN(Recurrent Neural Network) 

that excels at sequence prediction. Based 

on the prior textual content, one can 

estimate what the next phrase will be. 

Fig. 1:Architecture of Deep learning based 

automated image caption generator 
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LSTM may performrelevant statistics 

throughout the input processing and, using 

an overlook gate, it caneliminate irrelevant 

data. So that it will be easy for the user to 

recognize the image inless time.  

 

Convolutionneural network (CNN) is used 

to extract features from the provided input 

image .Theinformation from the CNN is 

used by the LSTM for generating the 

relevant caption forthe given image. The 

proposed model is to generate the relevant 

natural languagecaption to the given input 

image, instead of just describing a single 

target object themodel detects multiple 

target objects for generating grammatically 

correct caption.  

 

 

 

 

IV. RESULT ANALYSIS 

Deep learning based automated image 

caption generator is implemented in this 

section. The result analysis of presented 

approach is evaluated in this section.This 

approach includes different phases, feature 

extraction, image extraction, data pre-

processing and image caption generation. 

These process implemented results are 

shown as follows: The Fig. 2 shows the 

exacting features. 

 

 

The Fig. 3 shows the images extraction 

phase. 

 

The Fig. 4 shows the data pre-processing 

phase implementation. 

 

 
 

 

The Fig. 5 shows the training phase of 

presented approach. 

 

 

The Fig. 5 shows the output of trained 

presented mode i.e. image caption 

generation. Fig. 2:Features Extraction Process 

Fig. 3: Image Extraction Process 

Fig. 4: Data-Pre-processing Process results 

Fig. 5: Training Phase 
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Hence, this approach has generated the 

captions for different images very 

effectively and accurately. 

V. CONCLUSION 

In this work,Deep learning based 

automated image caption generator is 

presented.Generating an appropriate and 

grammatically correct caption in a 

naturallanguage like a human is a difficult 

task ,this task involves feature extraction 

and natural language processing concepts. 

CNN and LSTM have worked well 

together in synchronization, they were able 

to find a connection between objects in 

pictures.In this analysis, The flickr_8k 

dataset is used for training the model 

which contains 8000 images and each 

image is mapped with five 

differentcaptions. The Convolutional 

Neural Network is used to extract features 

from the provided input image and Long 

Short Term memory algorithm is used to 

generate the relevant caption forthe given 

image. From the results,it can beconcluded 

that this model can be used to generate 

image captions for multiple images in real 

time. 
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