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ABSTRACT- 

Now a day’s online exam has become one of the prominent and most important aspects of our lives, but 

there is no guaranty of genuinity of the result in the online examination processes. In many of online 

examinations the location of the proctor varies from the location of the examinee, there is no guaranty in 

the authorization of users to the examination and no guaranty in trusting the examination center head that 

monitors the students during the examination process.  Due to the increase in the distance, chances of 

doing malpractice and misbehaving during the examination increases. To avoid such situations, the 

examinee has to be constantly monitored and should able to stop the examination based on learner’s 

behavior during the examination.  Many techniques were proposed for providing security during conduct 

of exams. This paper studies various authorization and authentication techniques namely unimodal, 

multimodal, hardware interaction and data visualization techniques. The paper also proposes a Biometric 

Device Based Fraud Detection based Online Test [BFDOT] and Behavior identification through 

Visualization Techniques [BIVT] that avoids and performs more effectively compared with the existing 

systems. 

KEYWORDS- Fraud Detection, Behavior identification, malpractice, Data Visualization, Biometric 

Devices. 

I INTRODUCTION 

In online exams the location of the proctor and 

examinee are at different locations since the 

communication is through online using internet. 

Due to the increase in the distance, chances of 

doing malpractice increases and identification of 

misbehaviors of the examinees is quite difficult. 

To avoid such situations, the examinee 

behaviors have to be constantly monitored 

during the time of examination. The first step of 

Monitoring can be done by using authentication 

techniques i.e. identifying the examinee is 

correct person who is having eligibility to write 

the exam, sometimes the person who was 

registered for the exam is different from person 

who is writing the exam. So that authentication 

plays a major role in identifying the correct 

user,this is done by an providing username and 

password, biometric methods like face, finger  

prints, iris identification techniques and any 

group cryptography techniques.  Authentication 

is a process that permits an entity to establish its 

identity to another entity [1]. Authentication 

methods are of three types namely passwords, 

tokens and biometrics. With the use of 

passwords, only authenticated users are logged 

in. Conditions such as, the password should 

contain minimum of eight characters; one letter, 

one number, one special character etc are 

provided to make the passwords strong enough 

for intruder attacks. Passwords should be often 

changed to avoid the risk of stealing and 

guessing. The second mode of authentication is 

the use of tokens. Some of the applications of  
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the tokens are physical keys, proximity cards, 

credit cards, Asynchronous Transform Mode 

(ATM) cards. They are simple in usage and easy 

to produce. To avoid the risk of stealing, these 

tokens are used along with the Personal 

Identification Number (PIN). The last mode of 

authentication is biometrics. In this method the 

user enrolls by providing a sample physical 

characteristic, which is converted from analog to 

the digital form. This conversion is stored in a 

template, which is later verified with the new 

sample provided by the user at the time of 

authentication. If the two samples match with a 

slight variance then the user is authenticated. 

Biometrics authentication can be applied in the 

fields of facial recognition, finger prints, hand 

geometry, keystroke dynamics, hand vein, iris, 

retina, signatures, voice, facial thermo gram, 

Deoxyribonucleic acid (DNA). There are a 

varying number of authentication systems 

namely central authentication systems, multi 

factor authentication system, split authentication 

system and message authentication system. 

Central authentication system authenticates 

users remotely using a central authority system 

across large number of systems. Applications of 

this system are Remote access dial in user 

service, Terminal access controller access 

control system, Kerberos and Diameter. The 

multi factor authentication system combines 

multiple authentication factors into a single 

model, thus increasing the reliability and 

security. Application of this system is usage of 

ATM card with PIN number. Split 

authentication system, splits the authentication 

among two parties. The two parties should 

submit their passwords or cryptographic keys to 

encrypt or to decrypt a message. In Message 

authentication system, the message is 

authenticated by using message authenticated 

code (MAC). The message authenticated code is 

generated by combining message with a secret 

key shared by both the sender and the receiver.  

 

On receiving the message, the receiver 

recomputed its own MAC and compares it with 

received MAC. If any change is found, then the 

message is said to be altered. Digital signatures 

are used to ensure authenticity and non-

repudiation. The term data visualization can be 

described as the graphical representation of the 

given data. It makes an overview of entire data, 

thus making the viewers to easily interpret the 

data.Animationhelps in the representation of the 

data by showing thevariation of the plot with 

respect to time. For visualizing high dimensional 

data, icon based, hierarchical, geometrical and 

pixel oriented techniques are used [3]. In icon 

based, there are a number of varying techniques 

namely churn off faces, star glyphs, stick figure, 

shape coding, color icon, texture. Chertoff face 

represents a data set and each feature in the face 

represents a dimension. Star glyph represents 

data by using a single point with equally angled 

rays. Here each ray represents a dimension, and 

the length of the ray represents the value of the 

dimension. Stick figure maps two attributes to 

the display matrix and the remaining to the 

length, thickness, color of limbs. In Shape 

coding each data item is visualized by using a 

pixel of arrays. According to the attribute values 

the pixels are mapped onto a color scale which 

helps in visualization of the multi dimensional 

data. In color icon, the pixels are replaced by 

arrays of color fields that represent the attribute 

values. Texture helps to gain knowledge about 

the overall relation between the attributes in 

addition to the data items. Section 2 summarizes 

the methods introduced far for providing 

security during conduct of online exams. 

II RELATED WORK: 

There are a number of methods available in 

hierarchical techniques namely dimensional 

stacking, fractal foam, hierarchical axis, worlds 

within worlds, tree map [2][3]. Dimensional 

stacking divides the given data into two 

dimensional subspaces which are stacked into  
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each other. Later from those subspaces, only 

attributes are chosen for visualization. This 

technique is useful for discrete categorical or 

binned ordinal values. Fractal foam depicts the 

correlation between the dimensions by the usage 

of circles. The starting dimension is represented 

in the form of circle. Later other circles are 

attached to the first circle, which represent the 

other dimensions. The size of the circles 

represents the correlation between the 

dimensions. In Hierarchical axis the axis is 

applied in a hierarchical manner. This technique 

helps in plotting many attributes on one screen. 

Worlds within Worlds divides the given data 

space into three dimensional subspaces. This 

technique helps in generating an interactive 

hierarchy display, which allows the further 

exploration of n-dimensional functional spaces. 

Tree map divides the given screen into a number 

of regions based upon the attribute values, in a 

hierarchical fashion. It helps in obtaining an 

overview of large datasets with multiple ordinal 

values.The varying techniques in geometrical 

methods are parallel coordinates, Andrew’s 

curves, multiple views, radical coordinate 

visualization, polyviz, hyper slice, hyberbox, 

star coordinates, table lens[2][3]. Parallel 

coordinates makes use of the parallel axes in 

representation of the dimensions. A vertical line 

is used for projection of each dimension or 

attribute. Andrew’s curves plot each data point 

as a function of data values, by using the 

equation                                                                                          ܨሺݐሻ = 𝑥 ଵ√ଶ + 𝑥ʹ. sinሺݐሻ + 𝑥͵. cosሺݐሻ +𝑥Ͷ. sinሺʹ. ሻݐ + 𝑥ͷ. cosሺʹ. ሻݐ + ⋯,Equation 1 [2] 

Where, x= (x1,x2,…xn) and xn are the values of 
the data points for the particular dimension. 

Multiple views are used for the data sets that 

contain diverse attributes. This method reveals 

the correlation and disparities between the 

attributes thus making a visual comparison for 

better understanding. In Radical coordinate 

visualization, n number of lines extends from the  

 

centre of the circle and end at the perimeter. 

Each line is associated with one attribute. Data 

points with similar or equal values lie close to 

the centre. Polyviz technique represents each 

dimension as a line. The position of the data 

points depends upon the arrangement of the 

dimensions. This technique provides more 

information by giving an inner view of data 

distribution in each dimension. Hyper slice 

contains the matrix graphics representing a 

scalar function of the variables. This technique 

provides an interactive data navigation over a 

user defined point. Hyper box is depicted in two 

dimensional data space. This technique is 

helpful in mapping variables to the size and 

shape of the box. In star coordinates technique, 

the data items are represented as points and 

attributes are represented by axis arranged on a 

circle. The length of the axis determines the 

attribute contribution. Table lens technique uses 

rows and columns for representing the data 

items and attributes. The information among 

rows and columns is interrelated which helps in 

analyzing the trends and the correlation in the 

data. The methods that were included in pixel 

oriented techniques are namely space filling 

curve, recursive pattern, spiral and axes 

technique, and circle segment and pixel bar chart 

[3]. Space filling curve provides clustering of 

closely related data items, thus making the user 

to easily understand the data. Recursive pattern 

follows a generic recursive scheme where, the 

arrangement of line and columns are performed 

iteratively and recursively. Spiral techniques 

arrange the pixels in a spiral form, depending on 

the distance from the query. Axes techniques 

improve spiral techniques, by adding feedback 

to the displacement. In circle segment the 

attributes are arranged on the segments. The data 

point that is assigned is available at the same 

location on different segments. Pixel bar chart 

presents the direct representation of the data  
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values. Each data item is represented by a single 

pixel and is placed in the respective bars.  Color 

is the widely used feature in the feature 

extraction process [4]. The following are the 

advantages of using color feature namely 

robustness, effectiveness, implementation 

simplicity, computational simplicity, low storage 

capability. The color of an image is represented 

through color model. A color model is specified 

in terms of 3-D coordinate system and a 

subspace within that system where each color is 

represented by a single point. There are three 

color models namely RGB, HSV, Y Cb Cr. 

RGBcolors are called primary colors and are 

additive. By varying their combinations, other 

colors can be obtained. In HSV, the 

representation of the HSVspace is derived from 

the RGB space cube, with the main diagonal of 

the RGB model as the vertical axis in HSV. As 

saturation varies from 0.0 to 1.0, the colors vary 

from unsaturated (gray) to saturate (no white 

component). Hue ranges from 0 to 360 degrees, 

with variation beginning with red, going through 

yellow, green, cyan, blue and magenta and back 

to red. HSV is calculated by using the formula  

ܪ        = cos−ଵ { ቀଵଶ [ሺܴ − ሻܩ + ሺܴ − 𝐵ሻ]ቁ√ሺܴ − ሻଶܩ + ሺܴ − 𝐵ሻሺܩ − 𝐵ሻ}  ܵ= ͳ − ͵[min ሺܴ, ,ܩ 𝐵ሻ ]/𝑉 

V=1/3(R+G+B)                                   

Equation 2       [4] 

YCbCr is a color space used in the JPEG and 

MPEG international coding standards. Formula 

used in calculation is    Y = 

0.299R+0.587G+0.114B 

Cb= -0.169R-0.331G+0.500B    

 Cr = 0.500R-0.419G-0.081B     Equation 3 [4] 

The second feature that can be extracted from an 

image is texture [4].Texture has been one of the 

most important characteristic which has been 

used to classify and recognize the objects and 

have been used in finding similarities between  

 

images in multimedia databases. Texture alone 

cannot find similar images, but it can be used to 

classify textured images from non-textured ones 

and then be combined with another visual 

attribute like color to make the retrieval more 

effective.  There are 4 methods in texture 

extraction namely statistical, geometrical, model 

based, signal processing methods[5].Statistical 

methods help in defining the qualities of texture 

in the spatial distribution of gray values. We use 

{I(x,y),0<=x<=N-1,0<=y<=N-1}to denote N*N 

image with G gray levels. In statistical methods 

we have 2 types namely co-occurrence matrices 

and auto correlation features. In Co –Occurrence 

Matrix, Spatial gray level co-occurrence 

estimates image properties related to second-

order statistics. The gray level co-occurrence 

matrix Pd for a displacement vector d = (dx, dy) 

is defined as follows. The entry (i,j) of  Pd  is the 

number of occurrences of the pair of gray levels 

ofi and j and which are a distance  ‘d’ apart. 

Formally, it is given as 𝑃𝑑ሺ݅, ݆ሻ = |{ሺሺݎ, ,ሻݏ ሺݐ, 𝑣ሻ: ,ݎሺܫ ሻݏ = ,ܫ ,ݐሺܫ 𝑣ሻ =݆}|Equation4 [5]    where, (r, s), (t, v) € N*N, (t, 
v) = (r + dx, s+ dy), and │.│ is the cardinality of 
a set. The second type is the auto correlation 

feature, which is used to assess the amount of 

regularity as well as the fineness/coarseness of 

the texture present in the image. Formally, the 

autocorrelation function of an image I (x,y) is 

defined as follows:   ∑ ∑ (𝐼ሺ௨,௩ሻ𝐼ሺ௨+௫ሻሺ௩+௬ሻ)𝑛ೡ=0𝑛ೠ=0 ∑ ∑ 𝐼2ሺ௨,௩ሻ𝑛ೡ=0𝑛ೠ=0      Equation5 [5] 

III PROPOSED SYSTEM 

In this paper a multimodal technique is proposed 

for providing security. This includes 

authentication of the student at the beginning of 

the exam and later continuous monitoring of the 

student through webcam. The detection and 

comparison of the student’s face and behavior is 

done in two steps. Firstly preprocessing is done 

to the image through filtering, normalization and 

segmentation. Later in the second step, feature  
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extraction is done based on the color, texture and 

shape of the obtained image.  

 
The technique that is implemented in the feature 

extraction is Discrete Cosine Transformation 

method. Then these obtained features of the 

input image are compared with the features of 

the database image through Euclidean distance 

measure. Later the plotted difference is 

represented by using two dimensional data 

visualization techniques. Through these plots, 

the proctor can easily visualize any change noted 

in the student behavior. This approach thus 

employs a full time security for online exams. 

Figure1: Architecture for Fraud Detection based 

Online Test [FDOT] and Behavior identification 

through Visualization Techniques [BIVT] 

KEY GENERATION:  

 

Fig 3 The fig 3 show is simple elliptic curve. 

 

The equation of an elliptic curve is given as, 

y
2≡(x3

+ax+b) mod P Few terms that will be 

used, 

E -> Elliptic Curve 

P -> Point on the curve 

n -> Maximum limit ( This should be a prime 

number ) 

Key generation is an important part where we 

have to generate both public key and private 

key. The sender will be encrypting the message 

with receiver’s public key and the receiver will 

decrypt its private key. 

Now, we have to select a number‘d’within the 

range of ‘n’. 

Using the following equation we can generate 

the public key 

Q = d * P 

d = The random number that we have selected 

within the range of (1 to n-1). P is the point on 

the curve. 

‘Q’ is the public key and‘d’ is the private key. 

Encryption 

Let ‘m’ be the message that we are sending. We 

have to represent this message on the curve. This 

has in-depth implementation details. All the 

advance research on ECC is done by a company 

called certicom.Consider ‘m’ has the point ‘M’ 
on the curve ‘E’. Randomly select ‘k’ from [1 – 

(n-1)]. 

Two cipher texts will be generated let it be C1 

and C2. 

C1 = k*P 

http://www.certicom.com/index.php/ecc
https://bithin.files.wordpress.com/2012/02/ell-curve.png
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C2 = M + k*Q 

C1 and C2 will be send. 

Decryption 

We have to get back the message ‘m’ that was 

send to us, 

M = C2 – d * C1 

M is the original message that we have send. 

Proof 

How do we get back the message? 

M = C2 – d * C1 

‘M’ can be represented as ‘C2 – d * C1’ 

 

C2 – d * C1 = (M + k * Q) – d * ( k * P )          ( 

C2 = M + k * Q and C1 = k * P ) 

= M + k  * d * P – d * k *P          ( canceling out 

k * d * P )= M (Original Message) 

Data Visualization: 

       Data visualization provides a graphical 

representation of data, documents, and 

structures, which turns out to be useful for 

various purposes. Data visualization provides an 

overview of complex and large data sets, shows 

a summary of the data, and helps humans in the 

identification of possible patterns and structures 

in the data. Thus, the goal of data visualization is 

to simplify the representation of a given data set, 

minimizing the loss of information.Different 

data visualization techniques for varying 

dimensional data, Scatter plot, survey plot, line 

graph and bar charts are used for visualizing two 

dimensional data. The same techniques are used 

in visualization of three dimensional data, by 

addition of the third dimension perpendicular to 

the remaining two dimensions. Icon based, 

hierarchical methods, 

geometrical methods and pixel oriented 

techniques are used for visualizing high 

dimensional data. By usage of these techniques, 

tracking of the student behavior is done and 

continues monitoring is provided thus 

implementing an enhanced security in online 

exam. The overall verification is shown in 

thefollowing flow chart. 

CONCLUSION 

In this paper, a set of authentication techniques 

are discussed. They include passwords, tokens, 

and biometrics. Special conditions are involved, 

to make the techniques to be strong enough to 

the intruder attacks. Varying authentication 

systems are discussed namely central 

authentication system, multi factor  
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authentication system, split authentication 

system and message authentication system. This 

paper discuss a multi model authentication 

technique, that helps in continues monitoring of 

the student. The behavior of the student is 

visualized by using different visualization 

techniques. 
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