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 ABSTRACTAmong many system configuration issues, for example, steering conventions and 

information conglomeration, that diminish sensor vitality utilization and information 

transmission delay, bundle planning at sensor hubs is exceedingly vital since it guarantees 

conveyance of various sorts of information parcels in view of their need and decency with a base 

dormancy. As indicated by need of bundle, hub will course the parcel to goal. Without a doubt, 

most existing Wireless Sensor Network (WSN) working frameworks utilize First Come First 

Serve schedulers that procedure information parcels in the request of their landing time and, 

consequently, require a great deal of time to be conveyed to a significant base station. Be that as 

it may, detected information need to achieve the Base Station (BS) with in a particular era or 

before the lapse of a due date. Furthermore, continuous crisis information ought to be conveyed 

to BS with the most limited conceivable end-to-end delay. In the current plan, hub plans just 

need parcel buffering. In this paper another dynamic multilevel need bundle planning plan is 

proposed. In the proposed work, hub can check whether terminate parcels are cradled or not, if 

supported then hub erases dead bundles. Because of this operation buffering delay is lessened. 

Likewise, to lessen handling overhead and to spare data transmission, errands with terminated 

due dates are expelled from the medium along these lines accomplishing a high sparing in 

vitality.  

Keywords: Bandwidth, Delay, Overhead, Packet Schedule, Power Consumption 

 I. INTRODUCTION  

A WSN comprises of sensor hubs fit for 

gathering data from the earth and speaking 

with each other by means of remote 

handsets. The gathered information will be 

conveyed to at least one sinks, for the most 

part by means of multi-bounce 

correspondence. The sensor hubs are 

ordinarily anticipated that would work with 

batteries and are frequently conveyed to not- 

 

effortlessly available or unfriendly 

condition, here and there in vast amounts. It 

can be troublesome or difficult to supplant 

the batteries of the sensor hubs. Then again, 

the sink is normally rich in vitality. Since 

the sensor vitality is the most valuable asset 

in the WSN, productive use of the vitality to 

delay the system lifetime has been the 

concentration of a great part of the  
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examination on the WSN. The 

correspondences in the WSN has the many-

to-one property in that information from an 

expansive number of sensor hubs have a 

tendency to be moved into a couple of sinks. 

Since multi-bounce directing is by and large 

required for far off sensor hubs from the 

sinks to spare vitality, the hubs close to a 

sink can be loaded with handing-off a lot of 

movement from different hubs. Sensor hubs 

are asset compelled as far as vitality, 

processor, memory, low range 

correspondence and data transfer capacity. 

Constrained battery control is utilized to 

work the sensor hubs and is exceptionally 

hard to supplant or energize it, when the 

hubs pass on. This will influence the system 

execution. Vitality preservation and 

collecting increment lifetime of the system. 

Sensor hubs are sent to accumulate data and 

wanted that every one of the hubs works 

persistently and transmit data as far as might 

be feasible. This tends to the lifetime issue 

in remote sensor systems. Sensor hubs spend 

their vitality amid transmitting the 

information, accepting and transferring 

parcels. Consequently, outlining steering 

calculations that boost the life time until the 

point that the primary battery lapses is an 

essential thought. Another essential thought 

is planning the bundles at sensor hubs which 

guarantees conveyance of various sorts of 

information parcels in light of their need and 

expelling the terminated bundles from the 

support. This outcomes in sparing the 

battery vitality and augmenting the lifetime 

of sensor hubs. This paper concentrates on 

parcel planning plan in view of dynamic 

multilevel need to augment the lifetime of 

sensor hubs. Whatever remains of the paper 

is sorted out as takes after. Area II presents 

bundle planning plans and its arrangement. 

Segment III gives the related work and its 

disadvantages. Segment IV depicts the 

proposed framework. Area V demonstrates  

 

the outcomes got utilizing NS2 lastly 

segment VI finishes up the paper 

 II. PACKET SCHEDULING SCHEME  

Packet Scheduling is the process of 

assigning users data packets to appropriate 

shared resource to achieve performance 

guarantee. Packet scheduling at sensor nodes 

is highly important since it ensures delivery 

of different types of data packets based on 

their priority and fairness with a minimum 

latency. 

Classification of Packet Scheduling 

Schemes  

A. Deadline 

Packet scheduling schemes can be classified 

based on the deadline of arrival of data 

packets to the base station (BS), which are 

as follows:  

First Come First Served (FCFS): 1) 

Most existing WSN applications use First 

Come First Served (FCFS) schedulers that 

process data in the order of their arrival 

times at the ready queue. In FCFS, data that 

arrive late at the intermediate nodes of the 

network from the distant leaf nodes require a 

lot of time to be delivered to base station 

(BS) but data from nearby neighboring 

nodes take less time to be processed at the 

intermediate nodes. In FCFS, many data 

packets arrive late and thus experiences long 

waiting times.  

Earliest Deadline First (EDF): 2) 

Whenever a number of data packets are 

available at the ready queue and each packet 

has a deadline within which it should be sent 

to BS, the data packet which has the earliest 

deadline is sent first. This algorithm is 

considered to be efficient in terms of  

average packet waiting time and end-to-end 

delay.  
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B. Priority: 

Packet scheduling schemes can be classified 

based on the priority of data packets that are 

sensed at different sensor nodes. This is 

again of two types:  

1) Non Pre-Emptive: 

In non pre-emptive priority packet 

scheduling, when a packet t1 starts 

execution, task t1 carries on even if a higher 

priority packet t2 than the currently running 

packet t1 arrives at the ready queue. Thus t2 

has to wait in the ready queue until the 

execution of t1 is complete.  

2) Pre-Emptive: 

In pre-emptive priority packet scheduling, 

higher priority packets are processed first 

and can preempt lower priority packets by 

saving the context of lower priority packets 

if they are already running.  

C. Packet Type: 

Packet scheduling schemes can be classified 

based on the types of data packets, which 

are as follows:  

1) Real-Time Packet Scheduling: 

Packets at sensor nodes should be scheduled 

based on their types and priorities. Real-time 

data packets are considered as the highest 

priority packets among all data packets in 

the ready queue. Hence, they are been 

processed with the highest priority and 

delivered to the BS with a minimum 

possible end-to-end delay.  

2) Non-Real-Time Packet Scheduling: 

Non-real time packets have lower priority 

than real-time tasks. They are hence 

delivered to BS either using first come first 

serve or shortest job first basis when no real-

time packet exists at the ready queue of a  

 

 

sensor node. These packets can be 

intuitively 

D. Queue: 

Packet scheduling schemes can also be 

classified based on the number of levels in 

the ready queue of a sensor node. These are 

as follows:  

1) Single Queue: 

Each sensor node has a single ready queue. 

All types of data packets enter the ready 

queue and are scheduled based on different 

criteria: type, priority, size, etc. Single queue 

scheduling has a high starvation rate.  

2) Multi-level Queue: 

Each node has two or more queues. Data 

packets are placed into the different queues 

according to their priorities and types. Thus, 

scheduling has two phases: Allocating tasks 

among different queues, (ii) scheduling 

packets in each queue. The number of 

queues at a node depends on the level of the 

node in the network. For instance, a node at 

the lowest level or a leaf node has a 

minimum number of queues while a node at 

the upper levels has more queues to reduce 

end-to-end data transmission delay and 

balance network energy consumption. 

III. RELATED WORK  

In [1] the authors presents RAP, new real-

time communication architecture for large- 

scale sensor networks. Author proposes 

Velocity Monotonic Scheduling (VMS). 

VMS assigns the priority of a packet based 

on its requested velocity. A packet with a 

higher requested velocity is assigned a 

higher priority. VMS improves the number 

of packets that meet their deadlines because 

it assigns the “right” priorities to packets 

based on their urgency on the current hop.  
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But, there is no detail information about 

packet arrival distance. Also, when the 

queue is full, higher priority incoming 

packets overwrite lower priority ones. In [2] 

author proposed an Adaptive Staggered 

SLEEP Protocol (ASLEEP) for efficient 

power management in wireless sensor 

networks targeted to periodic data 

acquisition. This protocol dynamically 

adjusts the sleep schedules of nodes to 

match the network demands, even in time-

varying operating conditions. It uses the 

CSMA scheme to process the data. But it is 

not efficient for fixed WSN network and 

there is no detail about data management.In 

[3] author presents how to place sensors by 

use of a minimal number to maximize the 

coverage area when the communication 

radius of the SN is not less than the sensing 

radius, which results in the application of 

regular topology to WSNS deployment. In 

this paper author discussed the details of 

sensor deployment. Due to optimal coverage 

sensor deployment, it reduces the no of 

sensors usage and also increases the lifetime 

of sensors to some extent. But still lifetime 

of sensor need to increase.In [4], author 

proposed a clustering method with coverage 

and energy aware TDMA scheduling 

scheme. And the cluster formation is done 

by the base station according to the current 

residual energy, and the coverage area of 

cluster member is reduced to avoid the 

congestion and energy management. But, 

there is no discussion on the real time and 

non-real time packet scheduling.In [5] 

author developed scheme by designing the 

network with multiple-sized fixed grids  

 

 

while taking into account the arbitrary-

shaped area sensed by the sensor nodes. In 

this paper, author considers the different 

initial energy level of sensors, and placed 

that sensor according to that energy level. So 

energy loss was avoided. But, calculating 

different initial energy levels and placing the 

node according to that energy level is 

difficult in real time. 

IV. PROPOSED SYSTEM  

Indeed, most existing Wireless Sensor 

Network operating systems use First Come 

First Serve schedulers that process data 

packets in the order of their arrival time and, 

thus, require a lot of time to be delivered to 

a relevant base station (BS).However, to be 

meaningful, sensed data have to reach the 

BS within a specific time period or before 

the expiration of a deadline. Additionally, 

real-time emergency data should be 

delivered to BS with the shortest possible 

end-to-end delay. Hence, intermediate nodes 

require changing the delivery order of data 

packets in their ready queue based on their 

importance and delivery deadline. 

Furthermore, most existing packet 

scheduling algorithms of WSN are neither 

dynamic nor suitable for large scale 

applications. 

 
Data packets that are sensed at a node are 

scheduled among a number of levels in the 

ready queue. According to the priority of the 

packet and availability of the queue, node 

will schedule the packet for transmission. In  
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base paper, node only scheduled priority 

packet buffering. In the proposed work, 

node can check whether expired packets are 

buffered or not, if buffered then node deletes 

dead packets. According to queuing delay, 

node can drop packet in an intelligent 

manner. Due to this operation, buffering 

delay is reduced and power saving is 

improved. Due to separated queue 

availability packet transmission delay is 

reduced. Due to reduction in packet 

transmission delay, node can go to sleep 

mode as soon as possible. Thus energy 

saving is also improved.  

A. Hop Based Transmission 

In hop based data transmission node will 

forward based on hop count i.e., number of 

hops traveled by the node, when a node 

receives two packets with same priority it 

checks the hop count field of packet and it 

forwards the packet which is having more 

hop count but here the disadvantage is 

priority to real time data is always assigned 

and only that real time data is sent to the 

base station but non real time data also 

should be sent to the base station such as an 

Ack message.  

B. Lifetime Based Transmission 

In lifetime based data transmission node 

forwards the packets based on their lifetime, 

here the packets are arrived at node, it will 

check the priority hop count and the TTL 

(time to live) of the packet and it forwards 

the packet having less lifetime. Basically it 

will send priority packet only first, but 

whenever the life time of non real time 

packet is half the life time of the real time 

packet, it will send the non real time packet 

first and then it sends the real time packet.  

 

Here the disadvantage is the dead packets 

whose life time is expired also starves in the 

queue, due to this space or bandwidth in the 

queue is wasted. 

C. Dead Packets Removal Based 

Transmission 

This is efficient way of data transmission 

where drawback of the life time based data 

transmission is overcome. In this 

transmission node will check priority, 

lifetime as well as it removes dead packets 

from the queue. Dead packets removed 

based transmission has four modules as 

described below:  

Modules  

1) Topology formation  

2) Priorities and Queues  

3) TDMA  

4) Pre-emption and Non – Pre-emption  

1) Topology Formation: 

The Scheme assumes that nodes are virtually 

organized as hierarchical structure. Nodes 

that are at the same hop distance from the 

base station (BS) are considered to be 

located at the same level. Nodes in zones 

that are one hop and two hops away from 

the BS are considered to be at level 1 and 

level 2, respectively. Whole structure 

divides in zone. Zone also divides in Small 

Square. Data are transmitted from the lowest 

level nodes to BS through the nodes of 

intermediate levels. Zone based formation is 

shown below in figure 4.2. 
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2) Priorities and Queues: 

Three queues in Sensor node according to 

priorities tasks are scheduling in queues 

(pr1, pr2, pr3). Real-time and emergency 

data should have the highest priority, the 

priority of non-real-time data packets is 

assigned based on the sensed location (i.e., 

remote or local) and the size of the data. 

According to level given priorities, lowest 

level is given first priority. In case of two 

same priority data packets the smaller sized 

data packets are given the higher priority.  

 

 

Priority based structure is shown below in 

figure 4.3.  

3) Time Division Multiple Access (TDMA): 

Data packets of nodes at different levels are 

processed using the Time Division Multiple 

Access (TDMA) scheme. Task or packet 

scheduling at each nodal level is performed 

using a TDMA scheme with variable-length 

timeslots. Data are transmitted from the 

lowest level nodes to BS through the nodes 

of intermediate levels. Thus, nodes at the 

intermediate and upper levels have more 

tasks and processing requirements compared 

to lower-level nodes. Considering this 

observation, the length of timeslots at the 

upper-level nodes is set to a higher value 

compared with the timeslot length of lower-

level nodes. On the other hand, real-time 

and time critical emergency applications 

should stop intermediate nodes from 

aggregating data since they should be 

delivered to end users with a minimum 

possible delay. Hence, for real-time data, the 

duration of timeslots at different levels is 

almost equal and short.  

4) Pre-emption and Non Pre-emption: 

In non-preemption packet scheduling, when 

a packet t1 starts execution, task t1 carries 

on even if a higher priority packet t2 than 

the currently running packet t1 arrives at the 

ready queue. Thus t2 has to wait in the ready 

queue until the execution of t1 is complete. 

In preemption packet scheduling, higher 

priority packets are processed first and can 

preempt lower priority packets by saving the 

context of lower priority packets if they are 

already running.  
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V. SIMULATION RESULTS  

Network Simulator (Version 2), widely 

known as NS2, is simply an event driven 

simulation tool that has proved useful in 

studying the dynamic nature of 

communication networks. Simulation of 

wired as well as wireless network functions 

and protocols (e.g., routing algorithms, TCP, 

UDP) can be done using NS2. In general, 

NS2 provides users with a way of specifying 

such network protocols and simulating their 

corresponding behaviour. The proposed 

work is simulated using NS2 and the results 

are given below. 

 
 

 

 

 

In the figure 5.1, 15 nodes are considered. 

Node 5 is Base Station and remaining nodes 

forwards packets to BS. Node 11 and node 

12 are forwarding packets to BS; based on 

First Come First Serve node forwards the 

packet to base station. In the figure 5.2, 

nodes 0, 2,10,11,12 are sending packets to 

base station. Priority is given to node 0 and 

node 10 considering them as real time 

packets so node will forward packets from 

node 0 and node 10, after forwarding all the 

packets from node 0 and node 10 it will 

forward packets from remaining nodes. In 

the figure 5.3, nodes 0,2,10,11,12,7 are 

sending packets to the base station, priority 

is given to node 0 and node 10 since they are 

sending real time packets. Based on the 

priority and based on the hop count of 

packet, node will forward the packet. From 

above figure 5.3 node 0 traveled more hops 

than the node 10 hence node 0 packets are 

forwarded to base station 
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In the figure 5.4, nodes 0, 2,10,11,12, 7 are 

sending packets to the base station, node 0 

and node 10 are given highest priority. 

Based on priority, hop count and life time of 

packet node will forward to base station. 

Here node 0 has less lifetime compared to 

node 10 so node will forward the packets of 

node 0 first but here if non real time priority 

packets lifetime is half lesser than the real 

time packet then node will forward non real 

time packets to base station. In the figure 

5.5, based on the priority, hop count and life 

time of packets node will forward packets. 

From above figure 5.5 packets from node 11 

and node 3 are dropped to the base station. It 

also drops the packet whose lifetime is 

expired. In the figure 5, real time packet 

delay in priority based are compared, it is 

seen that real-time packet delay is more in 

FIFO since packets are not given priority. 

Based on First In First Out it will forward 

the packets. In hop count based and dead 

packet removal based methods real time  

 

 

packets are given priority hence delay is 

less. 
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D. Factor: 

Figure 5.7 gives a comparison of non real 

time packet delay in FIFO, non real time 

packet delay in priority based, non real time  

packet delay in hop count based, non real 

time packet delay in lifetime based, non real 

time packet delay in dead packet removal 

based. Non real time packet delay is more in 

hop count based, since in this scheme node 

only concentrates on real time priority 

packets, it ignores non real time packets, 

after forwarding all priority packets it 

forwards non real time packets. Figure 5.8 

gives a comparison of delay of real time and 

non real time packet in priority based, 

lifetime based, hop count based, dead packet 

removal based. It is observed that delay of 

real time packets is very less in dead packets 

removal based method when compared to 

other four methods.The above figure5.9, 

depicts the comparison of energy savings for 

different protocols. It is seen that energy 

saving is more in the proposed method, as 

dead packets are removed from the queue. 

The figure 5.10, depicts comparison of 

packet delivery factor for FCFS, priority 

based, hop count based, lifetime based and 

dead packet removal based. It is seen that 

packet delivery factor is more for priority 

based and dead packet removal based 

schemes  

 
The above table 5.1 lists the performance 

parameters of FCFS, Priority, Hop count,  

 

Lifetime, Dead packets removal schemes in 

terms of the energy comparison, delay 

comparison and packet delivery factor for 15 

nodes. As FCFS being a simple basic 

scheme it gives an energy saving 

comparison of 88.84%. In the priority based, 

hop count based and in life time based 

energy saving comparison is 88.84%, 

87.84% and 88.84% respectively. Whereas 

in the case of dead packets energy saving is 

89.94 since dead packets are dropped at the 

queue. Delay is very less in FCFS and dead 

packet removal when compared to other 

protocols since all the packets are given 

same priority. Packet delivery factor is more 

for priority based and dead packets removal 

based schemes.  

VI. CONCLUSION  

Dynamic multilevel packet scheduling is 

enhanced, and the proposed method assigns 

priority to task based on its deadline. To 

reduce processing overhead and to save 

bandwidth, tasks with expired deadlines are 

removed from the medium, and thus 

achieves energy saving of 89.94%. Delay is 

also less and achieves a maximum packet 

delivery ratio comparable to that of priority 

based scheme.  
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