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Abstract. COVID-19 pandemic has caused millions of deaths in more than 150 countries around the world. De- 

tecting this disease from radiography and radiology images is perhaps one of the fastest ways to diagnose the 

patients. This application can be used by anyone to detect whether a person is COVID-19 affected or not according 

to his/her chest x-ray. The process of detecting whether a person is COVID-19 affected or not can be automated 

by training a deep learning model so that it can predict the given x-ray accurately. This is a Supervised learning 

problem and classification algorithms are used. The dataset used is collected from GitHub (Covid-19 positive x- 

rays) and Kaggle (Covid-19 negative x-rays). CNNs are extensively used and combined with consolidated ma- 

chine learning methods, such as k-Nearest Neighbor, Bayes, Random Forest, multilayer perceptron (MLP), and 

support vector machine (SVM). The results will show if the person is COVID affected by examining his chest x- 

ray. For working on this project, we have used python in Jupiter notebook. 
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1 Introduction 

 
1.1 About 

The root of the coronavirus word is Greek (κορώνη), i.e., crown or halo, which refers to the virus appearance, 

means Viral infection, under an electron microscope which is similar to a royal crown. That's why coronavirus is 

also referred to as the crowned virus. The COVID-19 emerged as an epidemic disease in China, Wuhan City, in 

December 2019. Today, this has altered to a pandemic as a dangerous public health problem all around the 

world. The COVID-19 also has other names, e.g., SARS-COV-2 virus. This virus is a type of large-family vi- 

ruses divided into four types including α-coronavirus, β-coronavirus, δ-coronavirus, and γ-coronavirus. 

Coronavirus disease (COVID-19) is an infectious disease caused by a newly discovered coronavirus. Most 

people infected with the COVID-19 virus will experience mild to moderate respiratory illness and recover with- 

out requiring special treatment. Older people, and those with underlying medical problems like cardiovascular 

disease, diabetes, chronic respiratory disease, and cancer are more likely to develop serious illness. In the cur- 

rent situation outside an efficient tool is required which predicts the presence of COVID-19 virus and give more 

awareness about it. COVID-19 detector is a web application which predicts COVID-19 virus from the chest x- 

ray of a person. 
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1.2 Objective 

 
One of the critical factors behind the rapid spread of COVID-19 pandemic is a lengthy clinical testing time. The 

imaging tool, such as Chest X-ray (CXR), can speed up the identification process. Therefore, our objective is to 

develop an automated CAD system for the detection of COVID-19 samples from healthy and covid cases using 

Chest X-Ray images, and to create an image classification model that can detect Chest X-Ray scans that belong 

to one of the two classes with a reasonably high accuracy. Our objective in this project is to create an image 

classification model that can predict Chest X-Ray scans that belong to one of the three classes with a reasonably 

high accuracy. 

 
1.3 Scope 

 
 

The COVID-19 pandemic and resulting ‘lockdown’/social distancing measures has resulted in a considerable 

change in practice in how we work with individuals who have sustained an acquired brain injury (and their fami- 

lies/support networks). We are determining the support network as a significant other that is close to the client, 

but may not be a family member (e.g., friend, support worker). To obtain the experiences of clients who have 

sustained an acquired brain injury, their families and case managers following the recent COVID-19 pandemic. 

The application can be used by anyone to detect whether a person is COVID-19 affected or not according to 

his/her chest x-ray. The process of detecting from x-rays is a Supervised learning problem and classification al- 

gorithms are used. The dataset used is collected from GitHub (Covid-19 positive x-rays) and Kaggle (Covid- 19 

negative x-rays). CNNs are extensively used and combined with consolidated machine learning methods, such 

as k-Nearest Neighbor, Bayes, Random Forest, multilayer perceptron (MLP), and support vector machine 

(SVM). Random Forest gives greater accuracy when compared with the other algorithms. The results will show 

if the person is COVID affected by examining his chest x-ray. 

 
1.4 Advantages 

 
 

• It is Flexible. 

• It is very important for both doctors and patients to decrease the diagnostic time. 

• Reduces diagnostic cost. 

• The application can be used by one who knows basic system operations and basic English 

 
 

1.5 Disadvantages 

 
 

• The results predicted are not 100% accurate and may vary when new training data is added. So, the re- 

sults obtained should be properly examined before proceeding further. There is no authentication. 

• We get result accurately only when the posteroanterior view of X-Ray is uploaded. 

• The user should not totally rely on the prediction made by this application. The results predicted are 

only based on the previously trained results. Hence predicted results should not be treated as final. 
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• Here there is no user authentication everybody is free to use the application. However the report gener- 

ated should not be disclosed and distributed outside. 

• To get accurate results the user should upload a valid x-ray. A valid x-ray for this application is a 

posteroanterior view of an x-ray which is also called pa view of an x-ray. Giving a right x-ray will im- 

prove the accuracy of the result predicted. 

 
1.6 Hardware and Software Requirements 

 
 

1.6.1. Software Requirements 

 
 

• Operating System: Windows XP/7/10. 

• Domain: Deep Learning. 

• Coding Language: Python. 

• Development Kit: Flask Framework. 

• Libraries like pandas, NumPy, Keras, and TensorFlow etc. are used. 

• The web application is deployed using the Flask framework 

 

1.6.2. Hardware Requirements 

 
 

• System: Intel Core i3 2.20 GHZ. 

• Hard Disk: 500GB. 

• High Speed Internet. 

• RAM: Minimum 2 GB. 

 

1.7. Functional Requirements 

 
 

X-Ray type: The user should upload a valid x-ray with a posteroanterior (PA) view, else incorrect predictions 

can be made. 

Predicted Results: The results predicted should not be taken 100% accurate as they are predicted according to 

the previous x-rays trained. 

 

 

1.7.1 General Awareness 

 
 

1. DESCRIPTION AND PRIORITY 

Description: This feature of General awareness helps the user to know more about the symptoms seen, 

precaution information, vaccine information etc. 

Priority: Medium Priority 
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2. STIMULUS/RESPONSE SEQUENCES 

• The user can go to any of the 3 sections Symptoms, Precautions, and covid test 

• If the users go to the symptoms section, he/she can view all the information about the symptoms seen 

when a person is COVID-19 affected. 

• If the user goes to the precautions section, he/she can view all the information about the precautions to 

be taken to stay safe. 

• If the user goes to the vaccine info section, he/she can view all the information about the COVID-19 

vaccine. 

3. Functional Requirements 

The results shown in this feature are purely static and the information shown is purely based on the infor- 

mation available on the internet and is taken from trusted sources. 

 
1.8. Other Non- Functional Requirements 

 
 

1.8.1. Performance Requirements 

To get accurate results the user should upload a valid x-ray. A valid x-ray for this application is a poster 

anterior view of an x-ray which is also called PA view of an x-ray. Giving a right x-ray will improve the 

accuracy of the result predicted. 

1.8.2. Safety Requirements 

The user should not totally rely on the prediction made by this application. The results predicted are only 

based on the previously trained results. Hence predicted results should not be treated as final. 

1.8.3. Security Requirements 

There is no user authentication required; everybody is free to use the application However, the report gen- 

erated should not be disclosed and distributed outside. 

1.8.4. Software Quality Attributes 

The results predicted are not 100% accurate and may vary when new training data is added. So, the results ob- 

tained should be properly examined before proceeding further. 

 

 

2 Literature Survey 

 

2.1 Existing System 

 
 

The following are types of existing coronavirus tests: 

Antigen test: In this case a special swab is used to take sample from nose or throat where the patient typically 

has to go to hospital to have this test performed. COVID-19 antigen test detects coronavirus proteins in the 

mouth and throat. This test determines whether a patient is currently infected with COVID-19. Antigen testing is 

a suitable ‘first line of defense’ test against COVID-19, particularly in individuals who have COVID symptoms, 
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because it is a relatively simple procedure, and is quicker than other approaches like PCR testing; It is less accu- 

rate than PCR testing, 

Nasal Aspirate: In this case a saline solution will be injected into nose and then the sample is taken with the 

light suction and the main dis advantage is it is not widely available. 

RT- PCR: Real time reverse transcriptase polymerase chain reaction RT-PCR is time taking because the 

sample needed to go to lab for testing. RT PCR tests have been the most sought-after tests to check for COVID- 

19 infections since the beginning of the pandemic in India. Many specialists consider it to be the most effective 

test to detect COVID-19 virus in human cells. 

 

 

 

 
2.2 Proposed System 

 
 

In this project we are using supervised and classification algorithms for detecting whether a person is affected 

with Covid-19 or not. Firstly, we will train a machine with two types of datasets. One dataset contains positive X- 

Ray images and another dataset contains negative X-Ray images. In this project we have used Deep Learning 

algorithms like CNN for classification. 

 

 
3 Proposed Architecture 

 
3.1 System Architecture 

 

Fig 3.1: Architecture 

 

CONV 1: This layer creates a convolution kernel that is convolved with the layer input over a single spatial (or 

temporal) dimension to produce a tensor of outputs. If use_bias is true, a bias vector is created and added to the 

outputs. Finally, if activation is not none, it is applied to the outputs as well. 

When using this layer as the first layer in a model, provide an input shape argument (tuple of integers 

or None, e.g. (10, 128) for sequences of 10 vectors of 128-dimensional vectors, or (None, 128) for variable- 

length sequences of 128-dimensional vectors. 
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CONV2D: 2D convolution layer (e.g., spatial convolution over images). 

This layer creates a convolution kernel that is convolved with the layer input to produce a tensor of outputs. 

If use_bias is true, a bias vector is created and added to the outputs. Finally, if activation is not none, it is ap- 

plied to the outputs as well. 

When using this layer as the first layer in a model, provide the keyword argument input_shape (tuple of inte- 

gers or None, does not include the sample axis), e.g., input_shape= (128, 128, 3) for 128x128 RGB pictures 

in data_format="channels_last". You can use none when a dimension has variable size. 

 
Pooling Layer: The pooling operation involves sliding a two-dimensional filter over each channel of feature 

map and summarizing the features lying within the region covered by the filter. For a feature map having dimen- 

sions nh x nw x nc, the dimensions of output obtained after a pooling layer is 

(nh - f + 1) / s x (nw - f + 1)/s x nc 

nh - height of feature map -> nw - width of feature map -> nc - number of channels in the feature 

map -> f - size of filter -> s - stride length 

A common CNN model architecture is to have a number of convolution and pooling layers stacked one after the 

other. 

 
Types of Pooling Layers 

 
 

Max Pooling 

Max pooling is a pooling operation that selects the maximum element from the region of the feature map cov- 

ered by the filter. Thus, the output after max-pooling layer would be a feature map containing the most promi- 

nent features of the previous feature map. 

 
Average Pooling 

Average pooling computes the average of the elements present in the region of feature map covered by the filter. 

Thus, while max pooling gives the most prominent feature in a particular patch of the feature map, average 

pooling gives the average of features present in a patch. 

 
Global Pooling 

Global pooling reduces each channel in the feature map to a single value. Thus, a nh x nw x nc feature map is 

reduced to 1 x 1 x nc feature map. This is equivalent to using a filter of dimensions nh x nw i.e., the dimensions 

of the feature map. 

Further, it can be either global max pooling or global average pooling 

. 

Fully-Connected: A Convolutional Neural Network (CNN) is a type of neural network that specializes in image 

recognition and computer vision tasks. 

CNNs have two main parts: 

– A convolution/pooling mechanism that breaks up the image into features and analyzes them 
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– A fully connected layer that takes the output of convolution/pooling and predicts the best label to describe the 

image 

Fully Connected Layer is simply, feed forward neural networks. Fully Connected Layers form the last few 

layers in the network.The input to the fully connected layer is the output from the final Pooling or Convolutional 

Layer, which is flattened and then fed into the fully connected layer. 

 
3.2 UML Concepts 

 
 

Data Flow Diagrams 

Data Flow Diagram can also be termed as bubble chart. It is a pictorial or graphical form, which can be applied 

to represent the input data to a system and multiple functions carried out on the data and the generated output by 

the system. A graphical tool accustomed describe and analyze the instant of knowledge through a system manual 

or automatic together with the method, stores of knowledge, and delays within the system. The transformation of 

knowledge from input to output, through processes, is also delineate logically and severally of the physical ele- 

ments related to the system. The DFD is also known as a data flow graph or a bubble chart. The Basic Notation 

used to create a DFD’s are as follows: 

 

➢ Dataflow: 

 

 

 

 

➢ Process: 

 
 

 
➢ Source: 

 

 

 
➢ Data Store: 
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➢ Rhombus: decision 

 
 
 

 

 

 
 

3.2.1 Level-1 
 

 

Fig 3.2.1: Level-1 Data Flow Diagram 

 

This is the level-1 Data flow diagram which shows everything about the work flow of the application. 

 
3.2.2 Level-2 

 

 
Fig 3.2.2: Level-2 Data Flow Diagram 

 

This is the Level-2 Data flow diagram which shows the in-detail explanation about the users and the 

web interface. 
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3.2.3 ER DIAGRAM 

 

 

Fig 3.2.3: ER Diagram 

This ER diagram shows about the various entities and their relationships. 

 
UML DIAGRAMS 

 
The Unified Modeling Language allows the software engineer to express an analysis model using the modeling 

notation that is governed by a set of syntactic semantic and pragmatic rules. A UML system is represented using 

five different views that describe the system from distinctly different perspective. Each view is defined by a set 

of diagrams, which is as follows. User Model View This view represents the system from the user’s perspective. 

The analysis representation describes a usage scenario from the end-user’s perspective. Structural Model view in 

this model the data and functionality are arrived from inside the system. This model view models the static struc- 

tures. Behavioral Model View It represents the dynamic of behavioral as parts of the system, depicting the inter- 

actions of collection between various structural elements described in the user model and structural model view. 

Implementation Model View In this the structural and behavioral as parts of the system are represented as they 

are to be built. 

 
3.2.4 USE CASE DIAGRAM 

 
A use case diagram at its simplest is a representation of a user's interaction with the system and depicting the 

specifications of a use case. A use case diagram can portray the different types of users of a system and the various 

ways that they interact with the system. This type of diagram is typically used in conjunction with the textual use 

case and will often be accompanied by other types of diagrams as well. 
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Fig 3.2.4: Use Case Dia- 

gram 

Use case diagram shows the detailed explanation of all the scenarios in the application. Here the user can go for 

COVID-19 test by uploading his/her chest x-ray or go for general awareness to know more about the symptoms 

and precautions to be taken. 

 

3.2.5 CLASS DIAGRAM 

 
The class diagram is the main building block of object-oriented modeling. It is used both for general conceptual 

modeling of the systematic of the application, and for detailed modeling translating the models into programming 

code. Class diagrams can also be used for data modeling. The classes in a class diagram represent both the main 

objects, interactions in the application and the classes to be programmed. A class with three sections, in the dia- 

gram, classes is represented with boxes which contain three parts: The upper part holds the name of the class The 

middle part contains the attributes of the class. 

 

 

 

 

Fig 3.2.5: Class Diagram 

The class diagram is used to show different classes of the application along with their attributes. Here we have 

Detector class and Result class where detector class needs an attribute image to predict the result class with 
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attribute report which is a string. 

 
3.2.6 SEQUENCE DIAGRAM 

 
A sequence diagram is a kind of interaction diagram that shows how processes operate with one another and in 

what order. It is a construct of a Message Sequence Chart. A sequence diagram shows object interactions arranged 

in time sequence. It depicts the objects and classes involved in the scenario and the sequence of messages ex- 

changed between the objects needed to carry out the functionality of the scenario. Sequence diagrams are typically 

associated with use case realizations in the Logical View of the system under development. 

 

Fig 3.2.6: Sequence Diagram 

Sequence diagrams are the interaction diagrams that detail how operations are carried out. As shown above the 

user uploads an x ray which is then sent to the covid-19 model which in turn predicts the presence of COVID-19 

and sends the report to the user. 

 
3.2.7 ACTIVITY DIAGRAM 

 
Activity diagrams are graphical representations of workflows of stepwise activities and actions with support for 

choice, iteration and concurrency. In the Unified Modeling Language, activity diagrams can be used to describe 

the business and operational step-by-step workflows of components in a system. An activity diagram shows the 

overall flow of control. 
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Fig 3.2.7: Activity Diagram 

 

Activity diagram is presenting a series of actions, flow of control in a system in an application. As shown above 

the user initially uploads the chest x-ray and the covid-19 model predicts the presence of virus and if the report is 

positive the user interface generates a positive report, and if the report is negative a covid-19 negative report is 

generated. Then the report is viewed by the user. 

 

3.2.8 Component Diagram 

 
Component diagram is a special kind of diagram in UML. The purpose is also different from all other diagrams 

discussed so far. It does not describe the functionality of the system but it describes the components used to make 

those functionalities. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 3.2.8: Component 

Diagram 

 

Component Diagram shows the in-detail explanation of all the components in the application. Here the 
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components are Chest X-Ray reader, COVID-19 detector, User Report and User’s desktop. 

 
3.2.9 Deployment Diagram 

 
A deployment diagram is a UML diagram type that shows the execution architecture of a system, including nodes 

such as hardware or software execution environments, and the middleware connecting them. Deployment dia- 

grams are typically used to visualize the physical hardware and software of a system. 

 

Deployment diagram shows the configuration of run time processing nodes and the components of the application. 

It is a kind of structure diagram used in modeling the physical aspects of an object-oriented system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 

3.2.9 : Deployment Diagram 

 
Deployment diagram shows the deployment details of the nodes. Here the nodes are User workstation, chest 

x-ray reader, covid-19 model. 

 
3.2.10 COLLABORATION DIAGRAM 

 

Collaboration diagrams are created by first identifying the structural elements required to carry out the function- 

ality of an interaction. A model is then built using the relationships between those elements. Several vendors offer 

software for creating and editing collaboration diagrams. 
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Fig 3.2.10: Collaboration 

Diagram 

 

Collaboration diagram describes everything about the interactions between the software objects. As shown about 

the user first uploads the chest x-ray, covid-19 model predicts the presence of virus, send the report to the user. 

 
3.2.11 STATE DIAGRAM 

 
Collaboration diagrams are created by first identifying the structural elements required to carry out the function- 

ality of an interaction. A model is then built using the relationships between those elements. Several vendors offer 

software for creating and editing collaboration diagrams. 

 
 

 
Fig 3.2.11: State Diagram 
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State chart diagram shows the states of the application in detail as shown above. The flow Reading chest x-ray - 

> Detection -> Report is shown clearly in the above diagram. 

 
4 Implementation 

 
4.1 Data Preprocessing 

 
Data Pre-processing is the first step of research methodology. In this work, dataset is taken from Kaggle and 

GitHub. In this step, the input value data is being noise free. This means that error values are segregated from 

the dataset. 

 

Feature Extraction: The second step is Over-fitting should be avoided as an important objective of feature se- 

lection. The performance of model can be improved. This process can be gives the relation between each and 

every feature of the data with the predestined target data set. 

 

Classification: The CNN classification can be implemented on given dataset. Convolutional neural networks 

(CNNs) are deep neural networks that have the capability to classify and segment images. CNNs can be trained 

using supervised or unsupervised machine learning methods, depending on what you want them to do. CNN ar- 

chitectures for classification and segmentation include a variety of different layers with specific purposes, such 

as a convolutional layer, pooling layer, fully connected layers, dropout layers, etc. 

 

Convolution and max-pooling layers are used for feature extraction. While convolution layers are meant for 

feature detection, max-pooling layers are meant for feature selection. Max-pooling layers are employed when 

there are instances when the picture doesn’t require all of the high-resolution details or an output with smaller 

regions extracted by CNN’s is needed after performing down sampling operation on input data. The output from 

convolution and pooling layers is fed into the fully connected layers for classification. The examples of classifi- 

cation learning task where CNN is used are image classification, object detection, and facial recognition. 

 

 
4.2 Algorithm 

 
A Convolutional Neural Network (ConvNet/CNN) is a Deep Learning algorithm which can take in an input 

image, assign importance (learnable weights and biases) to various aspects/objects in the image and be able to 

differentiate one from the other. The pre-processing required in a ConvNet is much lower as compared to other 

classification algorithms. While in primitive methods filters are hand-engineered, with enough training, ConvNets 

have the ability to learn these filters/characteristics. 

 
The architecture of a ConvNet is analogous to that of the connectivity pattern of Neurons in the Human Brain 

and was inspired by the organization of the Visual Cortex. Individual neurons respond to stimuli only in a re- 

stricted region of the visual field known as the Receptive Field. A collection of such fields overlap to cover the 

entire visual area. 
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An image is nothing but a matrix of pixel values, right? So why not just flatten the image (e.g. 3x3 image matrix 

into a 9x1 vector) and feed it to a Multi-Level Perceptron for classification purposes? Uh.. not really. 

 
In cases of extremely basic binary images, the method might show an average precision score while perform- 

ing prediction of classes but would have little to no accuracy when it comes to complex images having pixel de- 

pendencies throughout. 

 

A ConvNet is able to successfully capture the Spatial and Temporal dependencies in an image through the 

application of relevant filters. The architecture performs a better fitting to the image dataset due to the reduction 

in the number of parameters involved and reusability of weights. In other words, the network can be trained to 

understand the sophistication of the image better. 

 

 
Input Image 

 

 

 
In the figure, we have an RGB image which has been separated by its three colour planes — Red, Green, and 

Blue. There are a number of such colour spaces in which images exist — Grayscale, RGB, HSV, CMYK, etc. 
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Kernel/Filter, K = 1 0 1 

0 1 0 

1 0 1 

 

You can imagine how computationally intensive things would get once the images reach dimensions, say 8K 

(7680×4320). The role of the ConvNet is to reduce the images into a form which is easier to process, without los- 

ing features which are critical for getting a good prediction. This is important when we are to design an architec- 

ture which is not only good at learning features but also is scalable to massive datasets. 

 

 

 
Convolution Layer- The Kernel 

 

 
Image Dimensions = 5 (Height) x 5 (Breadth) x 1 (Number of channels, e.g. RGB) 

 
In the above demonstration, the green section resembles our 5x5x1 input image, I. The element involved in car- 

rying out the convolution operation in the first part of a Convolutional Layer is called the Kernel/Filter, K, repre- 

sented in the colour yellow. We have selected K as a 3x3x1 matrix. 
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The Kernel shifts 9 times because of Stride Length = 1 (Non-Stride), every time performing a matrix multipli- 

cation operation between K and the portion P of the image over which the kernel is hover in. 

 
The filter moves to the right with a certain Stride Value till it parses the complete width. Moving on, it hops down 

to the beginning (left) of the image with the same Stride Value and repeats the process until the entire image is 

traversed. 

 

 
 

 
In the case of images with multiple channels (e.g. RGB), the Kernel has the same depth as that of the input image. 

Matrix Multiplication is performed between Kn and In stack ([K1, I1]; [K2, I2]; [K3, I3]) and all the results are 

summed with the bias to give us a squashed one-depth channel Convoluted Feature Output. 
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The objective of the Convolution Operation is to extract the high-level features such as edges, from the input 

image. ConvNets need not be limited to only one Convolutional Layer. Conventionally, the first ConvLayer is 

responsible for capturing the Low-Level features such as edges, colour, gradient orientation, etc. With added lay- 

ers, the architecture adapts to the High-Level features as well, giving us a network which has the wholesome un- 

derstanding of images in the dataset, similar to how we would. 

 

There are two types of results to the operation — one in which the convolved feature is reduced in dimensionality 

as compared to the input, and the other in which the dimensionality is either increased or remains the same. This 

is done by applying Valid Padding in case of the former or same padding in the case of the latter. 

 

 
When we augment the 5x5x1 image into a 6x6x1 image and then apply the 3x3x1 kernel over it, we find that the 

convolved matrix turns out to be of dimensions 5x5x1. Hence the name — same Padding. 

 

On the other hand, if we perform the same operation without padding, we are presented with a matrix which 

has dimensions of the Kernel (3x3x1) itself — Valid Padding. 

 
The following repository houses many such GIFs which would help you get a better understanding of how 

Padding and Stride Length work together to achieve results relevant to our needs. 
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Pooling Layer 

 

 

 

 

Similar to the Convolutional Layer, the Pooling layer is responsible for reducing the spatial size of the Convolved 

Feature. This is to decrease the computational power required to process the data through dimensionality re- 

duction. Furthermore, it is useful for extracting dominant features which are rotational and positional invariant, 

thus maintaining the process of effectively training of the model. 

 

There are two types of Pooling: Max Pooling and Average Pooling. Max Pooling returns the maximum 

value from the portion of the image covered by the Kernel. On the other hand, Average Pooling returns the aver- 

age of all the values from the portion of the image covered by the Kernel. 

 
Max Pooling also performs as a Noise Suppressant. It discards the noisy activations altogether and also per- 

forms de-noising along with dimensionality reduction. On the other hand, Average Pooling simply performs di- 

mensionality reduction as a noise suppressing mechanism. Hence, we can say that Max Pooling performs a lot 

better than 
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Average Pooling. 

 

The Convolutional Layer and the Pooling Layer, together form the i-th layer of a Convolutional Neural Network. 

Depending on the complexities in the images, the number of such layers may be increased for capturing low-lev- 

els details even further, but at the cost of more computational power. 

 

After going through the above process, we have successfully enabled the model to understand the features. 

Moving on, we are going to flatten the final output and feed it to a regular Neural Network for classification pur- 

poses. 

 

 

 

 

Classification — Fully Connected Layer (FC Layer) 
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Adding a Fully-Connected layer is a (usually) cheap way of learning non-linear combinations of the high-level 

features as represented by the output of the convolutional layer. The Fully-Connected layer is learning a possibly 

non-linear function in that space. 

Now that we have converted our input image into a suitable form for our Multi-Level Perceptron, we shall 

flatten the image into a column vector. The flattened output is fed to a feed-forward neural network and back 

propagation applied to every iteration of training. Over a series of epochs, the model is able to distinguish be- 

tween dominating and certain low-level features in images and classify them using the Softmax Classifica- 

tion technique. 

 
4.3 Modules 

 
The application provides the following user interfaces: 

 
Covid-19 Detection: This section gives the user an option to upload his/her chest x-ray and by clicking the pre- 

dict button the report of whether he/she is tested COVID-19 positive or negative is generated and displayed. 

 
General Awareness: In this section the user can get all the information about the COVID-19 symptoms, precau- 

tions to be taken, vaccine information etc. 

 
 

4.4 Code Implementation 
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Fig 4.2.1: Main.py 
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Fig 4.2.2: Homepage.html 
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Fig 4.2.3: Prediction.html 
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Fig 4.2.4: Covid-Detector (CNN Code) 

 

 

 

 

 

 

 

4.5 TESTING 

 
The main aim of this system testing process was to determine all defects in our project. the program was sub- 

jected to a set of test inputs and various observations were made and based on these observations it will be de- 

cided whether the program behaves as expected or not. This project consists of program level testing, modules 

level testing integrated and carried out. 
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WHITE BOX TESTING: white box testing sometimes called as “glass box testing” is a test case design uses 

the control structure of the procedural design to drive test case. Using white box testing methods ,the tests were 

made on the system: 

 

A) All independent paths within a module have been exercised once. 

 
B) All logical decisions were checked for the truth and falsity of the values. 

 

 

 

BLACK BOX TESTING: Black box testing focuses on the functional requirements of the software. This is 

black box testing enables the software engineering to derive a set of input conditions that will fully exercise all 

functional requirements for a program. 

 

1) Interface errors 

 
2) Performance in data structure 

 
3) Performance errors 

 
4) Initializing and termination errors 

 

 

 

 

 
4.5.1 TEST CASES 

 

S.NO Test Case desc Expected 

Result 

Actual Re- 

sult 

Priority 

 

1 

Click on submit 

button without up- 

loading an image. 

Should 

show error 

Showing er- 

ror 

High 

2 Upload a report 

which is proven for 

negative 

Should 

show negative 

report 

Negative 

report 

High 

3 Upload a report 

which is proven for 

positive 

Should 

show positive 

report 

Positive report High 
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4 Click on submit To navigate 

to next page 

Navigating 

to next page 

High 

5 Click on Symp- 

toms 

To navigate 

to symptoms 

page 

Navigating 

to symptoms 

page 

High 

 

6 

Click on Precau- 

tions 

To navigate 

to precautions 

page 

Navigating 

to precautions 

page 

High 

 

7 

Click on Covid- 

19 test page 

To navigate 

to covid-19 
test page 

Navigating 

to Covid-19 
test page 

High 

 

 

 

 

 

 
 

5 RESULTS 
 

Fig 5.1: Home Page-i 
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Fig 5.2: Home Page-ii 

 
Fig 5.3: Symptoms Page 
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Fig 5.4: Precautions Page 

 
Fig 5.5: Covid-19 Test Page 

 

 

 
 

Fig 5.6: Positive Report 
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Fig 5.7: 

Negative Report 

 

 

6 Conclusion 

 
 

The number of people infected with COVID-19 has risen rapidly. Machine vision techniques and artificial intel- 

ligence are critical in diagnosing and treating disease. The purpose of this project was to propose a method for the 

“COVID-19” problem via a set of lung images that included two categories of COVID-19, and healthy. 

 
A deep convolutional neural network consisting of 11 layers was applied to extract the features. The binary 

differential metaheuristic method was used to select relevant features and eliminate unrelated features. Lung X- 

ray images were classified using an SVM classifier based on these optimal features. This study demonstrated that 

the accuracy indicator and the number of relevant extracted features outperformed previous methods using the 

same data. Based on a deep neural network and a metaheuristic feature selection algorithm, the proposed model 

can be used in various other medical applications. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
7 Future Scope 
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It is not possible to develop a system that makes all the requirements of the user. User requirements keep changing 

as the system is being used. Some of the future enhancements that can be done to this system is: 

 

• As the technology emerges, it is possible to upgrade the system and can be adaptable to accept any 

view of an X-ray. 

• As of now we getting 98% accuracy in future we will try improving it. Based on the future security is- 

sues, security can be improved using emerging technologies like single sign-on. 

• We will also try to enhance the interface so that it looks more attractive and more interactive. 

• We will automate our application. 

• We will be creating a mobile application for this project. 
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