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ABSTRACT 

A program for the development of a highly reliable memory has been underway for a number 

of years at ESTEC. Plated wire-and ferrite core space borne-memories have been developed 

and qualified, and the more recent advent of low power LSI memory devices has made the 

semiconductor memory an attractive proposition for space borne applications. These 

technologies are briefly discussed and compared. However, in common with the previous 

solutions, the reliability of a semiconductor memory even when protected by a conventional 

single error correction scheme, did not meet the requirements of long duration space 

missions. By taking account of the specific fault modes of the semiconductor memory 

devices a more effective error correction scheme has been constructed. For all probable fault 

modes the correction scheme automatically corrects up to two bits in error without 

interrupting the normal operation of the memory. It is named SEEC for "single error and 

erasure correction" and is virtually as powerful as a double error correction/double error 

detection scheme. A model of the memory using the error correction scheme has been 

developed and tested. It is intended for use with an on-board computer, or as a stand-alone 

telemetry buffer on future spacecraft.  

Index Terms-Erasure and error decoding, fault-tolerant memory, space borne memory. 

 

I. INTRODUCTION 

Most spacecraft require data storage of 

some form and frequently the performance 

of a spacecraft in terms of its data rate, 

data storage capacity, or even mission 

duration can be dependent on, or limited 

by the characteristic of the data store. The 

data store described in this paper was 

developed primarily for use with an on-

board computer, but may also be used as a 

telemetry buffer on-boar spacecraft.Power  

 

consumption, weight, cycle time, and 

reliability are the major criteria which 

determine the suitability of a technology 

for use on-board a spacecraft. In the early 

70's, plated wire was the only technology 

offering acceptable power and speed, 

although it was suboptimum for the 

reliability and weight. Development and 

qualification of a plated wire memory was 

undertaken and it is now being used with  

 

the guidance computer on the European 

launcher ARIANE, and as a "stand alone" 
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buffer store on the European 

meteorological satellite METEOSAT.The 

recent rapid evolution of the 

semiconductor technology has now 

brought this technology to the stage where 

it competes with and surpasses the other 

memory technologies. Semiconductor 

memories achieve their-high reliability 

through the use of error correction codes. 

The most widely used code for random 

access memories is the single random error 

correcting Hamming code. Nevertheless, 

even with the use of such a coding scheme 

for larger capacity memories or longer 

duration missions sufficien't reliability is 

not achieved. It was the motivation of 

looking for an efficient and more powerful 

error correction scheme that led to the 

invention of the automatic single error and 

erasure correcting decoder (SEEC) for the 

Hamming code. Before describing the 

SEEC scheme it is instructive to firstly 

consider. the memory technologies.In this 

brief, a method to extend a SEC code to 

also protect a few additional control bits is 

proposed. In the resulting codes, the 

control bits can be decoded using a subset 

of the parity check bits. This reduces the 

decoding delay and makes them suitable 

for networking applications. To evaluate 

the method, several codes have been 

constructed and implemented. They are 

then compared with existing solutions in 

terms of decoding delay and area. 

II. DATA PROTECTION IN 

NETWORKING APPLICATIONS 

Modern networking equipment supports 

data rates that range from 10 to 400 Gbit/s, 

and terabit rates are expected in the near 

future [8]. The clock frequencies used in 

current ASICs are typically in the range of  

 

300 MHz to 1 GHz, and the clock 

frequencies in FPGAs are typically lower 

(under 400 MHz). To support these high 

data rates, on-chip packet data buses are 

wide, with typical widths between 64 and 

2048 bits [9], [10].Packet data must 

frequently be stored in RAMs, e.g., in 

FIFOs for adapting processing rates. When 

storing packet data, it is necessary to 

delineate the packet boundaries. In the 

absolute simplest case, each segment on 

the bus can be delineated with a single 

EOP marker. The next valid segment is 

then assumed to be the start of the 

following packet. In practice, designers 

also use a SOP marker to explicitly mark 

the start of packets. There are also many 

cases in packet processing where a packet 

is in error and it must be dropped. To mark 

such erroredpackets, an additional control 

signal (ERR) may be required [7]. As 

mentioned in the introduction, from an 

error protection perspective, it is attractive 

to store the data and the markers in a 

single wide memory, as shown in Fig. 1. In 

this way, relatively fewer ECC bits are 

required. The problem with this approach 

is when the data are read out. Typically, 

the markers feed into a state machine that 

controls the reading of the subsequent 

data. For example, the state machine may 

need to read out a single packet (up to an 

EOP), or it may need to read out a fixed 

number of bytes of data (e.g., deficit round 

robin scheduler). The critical timing path 

then consists of the ECC correction logic, 

followed by the state machine logic, as 

shown in red. With a traditional Hamming 

SEC code, as the data bus increases in 

width, the number of layers of logic 

required to decode the syndrome and 

perform correction also increases. Circuit 

designers frequently observe critical  

 

timing on the signal paths related to the 

correction of the markers which feed 



 

[Type text] Page 328 

 

downstream state machines. For this 

reason, special ECC codes which can 

provide a fast decode of the small number 

of marker bits are extremely attractive. 

In some cases, it is sufficient for the 

system to deal with the packet data with a 

granularity of the block size. This would 

be the case, for example, when the data are 

simply being transferred from one location 

to another. However, in other cases, it is 

important to know the packet data size 

with a byte resolution. This would be the 

case when the bit rate is important 

(scheduling and policing) or when 

maximum transfer unit length checks are 

performed. The simple SOP and EOP 

markers are not sufficient to know the 

exact packet size; thus, it may be necessary 

to store additional marker bits called 

EOPSIZE, which indicate how many of 

the bytes in the EOP transfer are valid. 

Note that it is always assumed that all 

transfers prior to the EOP are complete. 

Thus, on a 128-bit data bus, additional 4 

bits of EOPSIZE may be required, 

bringing the total number of marker bits to 

7 (SOP, EOP, ERR, and EOPSIZE[3:0]). 

 
Fig 1: Decoding of a control bit for single 

and independent SEC codes for data and 

control. 

 

(a) SEC code for both data and control 

bits. 

(b) Independent SEC codes for data and 

control bits. 

III. PROPOSED METHOD TO 

DESIGN THE CODES 

As discussed in the introduction, the goal 

is to design SEC codes that can protect a 

data block plus a few control bits such that 

the control bits can be decoded with low 

delay. As mentioned before, the data 

blocks to be protected have a size that is 

commonly a power of two, e.g., 64 or 128 

bits. To protect a 64-bit data block with a 

SEC code, 7 parity check bits are needed, 

while 8 are enough to protect 128 bits. In 

the first case, there are 27 = 128 possible 

syndromes, and therefore, the SEC code 

can be extended to cover a few additional 

control bits. The same is true for 128 bits 

and, in general, for a SEC code that 

protects a data block that is a power of 

two. This means that the control bits can 

also be protected with no additional parity 

check bits. This is more efficient than 

using two separate SEC codes (one for the 

data bits and the other for the control bits) 

as this requires additional parity check 

bits. The main problem in using an 

extended SEC code is that the decoding of 

the control bits is more complex. To 

illustrate this issue, let us consider a 128-

bit data block and 3 control bits. The initial 

SEC code for the 128-bit data block has 

the parity check matrix shown in Fig. 2. 

This code has a parity check matrix with 

minimum total weight and balanced row 

weights to minimize encoding and 

decoding delay [4]. Three additional data 

columns can be easily added to obtain a 

code that protects the additional control 

bits. For example, the matrix  can be used,  

 

 

in which three additional columns (marked 

as control bits) have been added to the left. 
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The problem is that now, to decode the 3 

control bits, we need to compute the 8 

parity check bits and compare the results 

against the columns of the control bits. 

This is significantly more complex than 

the decoding of an independent SEC code 

for the three control bits. The decoding of 

a bit in each case is shown in Fig. 4, and 

the difference in complexity is apparent. 

As discussed earlier, our goal is to 

simplify the decoding of the control bits 

while using a single SEC code for both 

data and control bits. To do so, the first 

step is to note that, in some cases, SEC 

decoding can be simplified to check only 

some of the syndrome bits. One example is 

the decoding of constant-weight SEC 

codes proposed in [11]. In this case, only 

the syndrome  bits that have a 1 in the 

column of the parity check matrix need to 

be checked. This simplifies the decoding 

for all bits but, in most cases, requires 

additional parity check bits. In our case, 

the main focus is to simplify the decoding 

of the control bits as those are commonly 

on the critical path. To do so, the parity 

check bits can be divided in two groups: a 

first group that is shared by both data and 

control bits and a second that is used only 

for the data bits. Then, the decoding of the 

control bits only requires the 

recomputation of the first group of parity 

check bits. This scheme is better illustrated 

with an example. Let us consider a 128-bit 

data block and 3 control bits protected 

with 8 parity check bits. Those 8 bits are 

divided in a group of 3 shared between 

data and control bits and a second group of 

5 that is used only for the data bits. To 

protect the control bits, the first three 

parity check bits can be assigned different  

 

values for each control bit, and the 

remaining parity check bits are not used to 

protect the control bits. The rest of the 

values are used to protect the data bits, and 

for each value, different values of the 

remaining five parity check bits can be 

used. In this example, the first group has 3 

bits that can take 8 values, and three of 

them are used for the columns that 

correspond to the control bits. This leaves 

5 values that can be used to protect the 

data bits. The second group of parity check 

bits has 5 bits that can be used to code 32 

values for each of the 5 values on the first 

group. Therefore, a maximum of 5 × 32 = 

160 data bits can be protected. In fact, the 

number is lower as the zero value on the 

first group cannot be combined with a zero 

or a single one on the second group as the 

corresponding column would have weight 

of zero or one. In any case, 128 data bits 

can be easily protected. An example of the 

parity check matrix of a SEC code derived 

using this method is shown in Fig. 5. The 

three first columns correspond to the added 

control bits. The two groups of parity 

check bits are also separated, and the first 

three rows are shared for data and control 

bits, while the last five only protect the 

data bits. It can be observed that the 

control bits can be decoded by simply 

recomputing the first three parity check 

bits. In addition, the zero value on these 

three bits is also used for some data bits. 

This means that those bits are not needed 

to recompute the first three parity check 

bits.The decoding of one of the control bits 

is illustrated.  It can be observed that the 

circuitry is significantly simpler than that 

of a traditional SEC code. This will be 

confirmed by the experimental results 

presented in the next section. The method 

can also be used to protect more than three  

 

control bits. In a general case, let us 

consider that we need to protect d data bits 
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and c control bits using p parity check bits. 

Then, p is divided in two groups’ pcd and 

pd. The first group is shared between 

control and data bits, and the second is 

used only for the data bits. The number of 

data bits that can be protected with this 

scheme can be calculated as follows. The 

number of combinations of the first group 

available to be used to protect the data bits 

is 2P cd − c. For each of those, up to 2P d 
values can be used, giving a total of (2P cd 

− c) · 2P d. However, for the zero value, 
the combinations of the second group with 

weight zero or one cannot be used, so pd + 

1 should be subtracted. Similarly, for the 

pcd values with weight one on the first 

group, the zero value on the second group 

cannot be used as the resulting column 

would have weight one. Therefore, pcd 

should also be subtracted, giving a total of 

(2P cd − c) · 2P d − (pd + 1) − pcd. This is 
the number of data bits that can be 

protected in addition to the control bits. As 

the number of control bits increases, pcd 

must also be increased to be able to protect 

the block of data bits with the same 

number of parity check bits. This is 

illustrated in Table I for 128 and 256 data 

bits. Increasing pcd makes the decoding of 

control bits more complex; therefore, the 

minimum value should be used.  

 
Fig. 2. Bit decoding of a control bit in the 

proposed SEC code. 

 

 

 

 

 

 
As an example, the parity check matrix to 

protect 128 data and 7 control bits is 

shown in Fig. 7. It can be observed that, in  
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this case, more bits are needed in the first 

group, making the decoding of the control 

bits slightly more complex. However, the 

control bits can still be decoded using only 

four syndrome bits instead of the eight bits 

required in a traditional SEC code. Finally, 

it should be noted that the proposed 

scheme increases the miscorrection 

probability for control bits in case of 

double errors. This is due to the use of 

only a subset of bits for the decoding of 

the control bits. 

IV. EVALUATION 

To evaluate the proposed codes for an 

ASIC implementation, all of the designs 

have been implemented in HDL and then 

mapped using Synopsis DC to a 45-nm 

ASIC library [12]. For the decoders, the 

synthesis was configured to allocate the 

majority of the effort to the minimization 

of delay on the control bits as that is the 

main design goal. For the encoders, the 

tool was configured to minimize delay on 

all bits. In all cases, identical synthesis 

constraints were applied to both the 

proposed codes and the minimum-weight 

codes. The circuit area and delay have 

been evaluated. The results for the case of 

three additional control bits are shown in 

Tables II and III. The tables also show the 

results for the minimum-weight SEC 

codes. In this case, the reduction of the 

decoding delay of the control bits is in the 

range of 12%–18%. This shows the 

potential of the proposed scheme to reduce 

the critical path. The circuit area is similar 

to that of the minimum-weight SEC codes, 

in some cases slightly lower and in some 

slightly higher. The proposed codes do 

have an impact on the decoding delay for 

the data bits. For the decoders, the added 

delay on data bits is significant for most 

word sizes. However, as discussed in the  

 

introduction, the major design goal is to 

reduce the decoding delay of the control 

bits as these typically determine the critical 

timing path. 

 
Fig 3:simulation results for the existing 

system 

 

 
Fig 4: simulation results for the proposed 

256 bit encoder 

 
Fig 5: simulation results for the proposed 

256 bit decoder 

V. CONCLUSION AND FUTURE 

WORK 

In this brief, a method to construct SEC 

codes that can protect a block of data and 

some additional control bits has been 

presented. The derived codes are designed 

to enable fast decoding of the control bits. 

The derived codes have the same number  
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of parity check bits as existing SEC codes 

and therefore do not require additional cost 

in terms of memory or registers. To 

evaluate the benefits of the proposed 

scheme, several codes have been 

implemented and compared with 

minimum-weight SEC codes.The proposed 

codes are useful in applications, where a 

few control bits are added to each data 

block and the control bits have to be 

decoded with low delay. This is the case 

on some networking circuits. The scheme 

can also be useful in other applications 

where the critical delay affects some 

specific bits such as in some finite-state 

machines. Another example is arithmetic 

circuits where the critical path is 

commonly on the least significant bits. 

Therefore, reducing the delay on those bits 

can increase the overall circuit speed. The 

use of the proposed scheme for those 

applications beyond networking is an 

interesting topic for future work. It may be 

possible to apply the idea of modifying the 

matrix of the code to enable fast decoding 

of a few bits to more advanced ECCs that 

can correct multiple bit errors. Finally, the 

scheme can also be extended to support 

more control bits by using one or two 

additional parity check bits. This would 

provide a solution to achieve fast decoding 

without using two separate codes for data 

and control bits. 
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