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ABSTRACT: 

Over the last decades many machine learning experiments have been published, giving benefit to the 

scientific progress. In order to compare machine-learning experiment results with each other and 

collaborate positively, they need to be performed thoroughly on the same computing environment, using 

the same sample datasets and algorithm configurations. Besides this, practical experience shows that 

scientists and engineers tend to have large output data in their experiments, which is both difficult to 

analyze and archive properly without provenance metadata. In this paper, we classify typical problem 

solving steps for autonomous machine learning as tasks, and present a problem solving process. We 

propose the modelling method of an autonomous machine learning using processes of the task execution 

on machine learning such as workflow. The proposed task ontology-based machine learning model 

defines a task-based process grouping scheme of UML activities. And it will automatically generate and 

extend the machine learning models by transformation rules based on common elements and structures 

(relationships and processes between elements). 

Keywords: UML diagram, dataset, scientific program, provenance.    

 

1. INTRODUCTION 

So far, we have seen a variety of publications on 

Semantic Web and Machine Learning (ML) 

topics, many of them contributing to the state of 

the art in their respective fields. However, in the 

last years we experienced a knowledge gap in 

the standardization of experiment results for 

scientific publications. This technological gap 

can be summed up by the following question: 

“How to achieve interoperability among 

machine-learning experiments over different 

system architectures?”. In particular, 

experimental results are often not delivered in a 

common machine-readable way, causing the 

information extraction and processing to be 

tricky and burdensome. Moreover, recurring 

issues regarding the experiment could benefit 

from the existence of a public vocabulary. 

Reviewers of publications on Machine Learning 

often need to investigate basic information on 

experiments conducted, e.g., which 

implementation of an algorithm was used, its 

configuration or choices for related hyper-

parameters. On the other hand, autonomous 

machine learning is still in its infancy, and some 

techniques provide the ability to reduce the 

unnecessary tasks that are progressively refined 

to prepare the model and improve its accuracy. 

The tools of autonomous machine learning 

provide an optimal algorithm for machine 

learning tasks and functions to determine the 
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hyper-parameter setting through self-analysis. 

The typical tools include Autosk learn, Auto-

Weka, H2o Driverless AI and Google's Auto 

ML. In this paper, we describe a typical problem 

solving process for the machine learning as 

tasks, present their procedure, and propose the 

modelling method of autonomous machine 

learning for using task execution processes. The 

modelling method of autonomous machine 

learning based on the task ontology define a 

structure based grouping method of the 

UML(Unified Modelling Language activities 

and implement a function to automatically 

generate models based on common elements 

and structures.  

2. LITERATURE SURVEY 

The related works are discussed in twofold: task 

ontologies and machine learning ontologies  

A Task ontologies  

Ontology is defined in various fields 

depending on the field of applications. In the 

field of artificial intelligence, it is an explicit 

and formal specification of how objects and 

concepts described in the field of interest. In the 

Semantic Web, an ontology plays a very 

important role in processing, sharing, and 

reusing the knowledge for exchanging 

information between different databases. An 

ontology is also defined as an explicit 

description of concepts, attributes, constraints, 

and relationships between them on the domains. 

On the other hand, domain ontology can be 

defined as an 'explicit protocol for 

conceptualization’ of the problem. Task 

ontology is defined as 'extracting and organizing 

the concepts and relations existing in the 

problem solving process domain-independent'. 

In particular, a task ontology is a specification 

of the concept structure for the task execution 

process. Thus, the core concept is the subject of 

processing and the procedure of processing for a 

problem solving. In general, a person becomes a 

subject in task ontology. However, in this paper, 

agents (programs) become subjects to perform 

the tasks. Expose ontology is ontology for 

machine learning experiments. It is used in open 

ML as a data structuring and data sharing (API) 

method. Machine Learning (ML) Schema is 

used to export all openML as linked open data. 

The DMOP ontology is explicitly designed to 

support data mining and machine learning. This 

covers the structure and parameters of predictive 

models, associated cost functions, and 

optimization strategies. OntoMD ontology 

provides a unique framework for data mining 

research. 

B. Machine learning ontologies  

ML schema is a top-level ontology that 

provides classes, properties, and constraints for 

machine learning algorithms, datasets and 

experimentation suggested by the W3C(ML 

Schema community group). It can be easily 

extended and refined, and can be mapped to 

other domain ontologies developed in the field 

of machine learning and data mining. MEX 

vocabulary has been designed to solve the share 

of provenance information in a lightweight 

form. The extended PROV ontology provides a 

model for representing, capturing, and sharing 

provision information on the Web. This can 

enable the use of analytical data and code so that 

another person can reuse the results. The code 

and the mark-up language are written in a single 

file, and processed to create a document. A 

provenance meta information was proposed as a 

standard model of data management by W3C. 
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The provenance information is also 

“information about entities, activities, and 

people involved in producing a piece of data 

which can be used to form assessments about its 

quality, reliability or trustworthiness”. As a 

standard query language, SPARQL is a query 

language similar to SQL and stored in Resource 

Description Framework(RDF) for queries on 

data. 

3. RELATED STUDY 

The collection of vocabulary is achieved 

by extracting words from a paper, a textbook or 

a machine learning library (API) tutorial, and 

then selecting keywords from the index and title 

of the textbook. The frequency of coincidence 

with the key word is calculated and labelled by a 

category item. Based on MEX vocabulary, it 

generates metadata about machine learning 

execution, algorithm environment, and 

execution result. The task ontology of the 

machine learning is modeling with the following 

items.  

1. Project includes user information and 

task descriptions for the entire experiment.  

2. Experimental information describes 

information about 'what, when, who, what 

ratings' the task is made'. A task is the procedure 

of machine learning that includes information 

such as data preparing, data pre-processing, 

preparation of learning data, machine learning 

model setting, a parameter setting of machine 

learning model, hyper parameter setting and 

code generation (implementation: python code).  

3. Data describe on the characteristics 

(attributes), the type of data (training data sets, 

validation data sets, test data sets) and data 

format type (text, csv, image, json, xml …).  

4. The ML framework describes on 

information such as its name, features, and so 

on. It describes the machine learning (machine 

Learning or deep Learning), model name, 

parameters, etc., and describes on the model 

evaluation algorithm and so on.  

5. The algorithm describes information 

such as learning type, algorithm name, and 

parameters.  

6. The hyper-parameter describes 

information about epochs, batch size, learning 

rate, etc. for the machine learning (deep 

learning).  

7. The implementation manages the 

systematic information of users, the use date, 

and the use type about an applied model. It also 

stores and manages information about the 

generated models.  

8. The generated machine learning code 

includes the prerequisites for computing 

information in the run configuration information 

for execution.  

9. The execution environment describes 

information about the coding language, library, 

software information, and so on.  

10. Performance describes evaluation 

methods and procedures for the applied model 

evaluation. 
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Fig.3.1. A vocabulary acquisition method of the 

machine learning. 

4. PROPOSED SYSTEM  

Machine learning knowledge is 

systematically described in terms, methods 

(function: executable script), execution 

environment, and procedures. This means that if 

a normal output is made through the preceding 

work, the next work is performed after 

confirming it. Based on this, it is possible to 

define a structure-based grouping scheme of 

activity and automatically generate a model 

based on common rules (functions) and 

structures (relations and processes between 

elements) based on conversion rules. When we 

design a machine learning workflow, we 

gradually create a concept graph. The concept 

graph is to a graph representation of the concept 

structure. The conceptual structure is expressed 

as a frame, and the reference object is expanded 

using the preorder expression of the keyword. 

This is an expression in which the keyword 

precedes the relevant machine learning word 

from the sentence extracted from the document. 

Autonomous machine learning modeling 

is the work for standardization and abstraction 

to the core of the components base on the meta 

information of the machine learning. The model 

consists of the task and process and saves as the 

method library(API). It defines into small units 

for modular and systematization of its 

components. The defined components redefine 

as a UML-based metamodel for the consistency, 

traceability, reusability, and implementation-

ready between tasks and the results. So the core 

class of the UML-based meta-model consist of 

tasks and processes. The Knowledge of the 

autonomous machine learning also describes a 

small task unit based on the MEX vocabulary. 

Fig.5 depicts a part of the knowledge of the 

object detection using the “YOLO” of the deep 

learning algorithm. The machine learning 

pipeline for object detection consists of data 

import, decision of attribute selection or 

schema, selection of learning model, 

construction of learning model, hyper-parameter 

setting, model training, measurement of model 

performance, and so on. In this way, the 

knowledge representation of the project unit is 

written as ‘.json’ files using the mapping rules 

based on the machine learning schema and the 

vocabulary, and convert it into a UML-based 

meta-model. This model makes that objectives, 

optimizers, metrics, and layers in the Keras API 

are meta-model for deep learning. 

 
Fig.4.1. A part of conceptual graph. 
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5. CONCLUSION 

In this paper, we extracted important 

keywords for constructing ontology from papers 

and textbooks about machine learning. 

Moreover we designed a task ontology based on 

the MEX vocabulary. We also studied workflow 

for the autonomous machine learning model. 

The proposed method is applicable for 

automatic workflow according to designated 

autonomous level. Therefore, the non-experts 

are capable of doing complex tasks using the 

proposed method and can easily implement the 

machine learning model in a specific 

application. 
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