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Abstract—   Reconstruction is a technique of modifying an image into an indistinguishable form that 

is as old as art itself. Reconstructing has a multitude of purposes and applications, from the restoration 

of blemished snapshots and paintings to the alternate of selected objects. In this paper, we propose a 

method that builds on Xplore-based reconstruction and single-image Xplore-based super-resolution-

based reconstruction. The main objective of the proposed method is the fusion of multiple in painted 

versions of the input image. The rationale behind this technique is to combat the sensitivity of 

instance-based algorithms to parameters such as patch size and filling order. The proposed method 

improves the state-of-the-art exemplar-based reconstruction methods by proposing a new framework 

that combines multiple reconstruction versions of the input image, followed by a single-image 

exemplar-based SR method. Note that the super resolution method is only used when the 

reconstruction method is applied on a lower resolution of the input image. 

 

Keywords— Reconstruction, Image-processing, Broadcasting, Super-resolution, Augmentation, 

Classification. 

I. INTRODUCTION 

The lenses quality, camera sensors count, 

and other factors might limit the achievable 

resolution of imaging devices like cameras, 

camcorders, and surveillance cameras. 

Video-based surveillance and monitoring 

systems are now widely available because 

to recent advancements in electronics, 

sensors, and optics. In some circumstances, 

the desired resolution may still not be 

achievable with existing technology, 

although countless appeals, from security to 

broadcasting, offer the requirement for high 

resolution photos or videos [1]. Increasing 

the quality of lenses or the number of 

sensors is effect in the cost of the device. 

 

Using information from the surrounding 

region, image reconstruction includes 

filling in a specific section of an image or 

video. It is intended to provide a changed 

image in which the painted region has been 

seamlessly incorporated into the 

background, making it difficult for the 
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average viewer to see. The algorithm 

makes an effort to replicate the 

fundamental techniques employed by 

skilled restorers. The algorithm also 

emphasizes the importance of propagating 

the gradient direction and Gray-values of 

the image in a band around the gap to be 

filled. 

 

In Reconstruction of a image or video 

involves filling in missing areas with the 

use of information from the surrounding 

environment [2]. The objective is to create 

an updated image in which the 

reconstructed region is seamlessly 

incorporated into the image in a way that a 

typical viewer would not be able to tell. 

The programme makes an effort to mimic 

the fundamental techniques employed by 

trained restorers. The algorithm also 

stresses the significance of spreading the 

image's Gray-values and gradient direction 

in a band around the gap that has to be 

filled. 

 

Numerous studies on image improvement 

and restoration, including image denoising, 

image deblurring, and image 

reconstruction, have been conducted in the 

field of image processing. Furthermore, it is 

common knowledge that these studies' 

capability has expanded quickly in recent 

years. One of the most fascinating ideas to 

investigate is missing area reconstruction 

because it has so many uses in the field of 

image restoration.  

 

Repetitive object removal, miss block 

rebuilding in locations with inadequate 

wireless communication, and restoration of 

blemished ancient films are examples of 

uses. Due to its versatility, missing region 

reconstruction goes under many names, 

including reconstruction, error hiding, 

image augmentation, and blotch and scratch 

removal. 

 

The least discernible or measurably little 

detail in a visual display is what is meant 

by the word "image resolution" in its most 

basic form. It serves as a representation of 

the image's pixel spacing. The number of 

pixels in an image increase with increasing 

resolution. High resolution snapshots are 

preferred in the majority of image 

applications. The majority of digital 

imaging systems use charge coupled 

devices and CMOS image sensors to 

produce high-resolution images by 

shrinking the pixel size using sensor 

fabrication technology. This can be 

accomplished by using more advanced 

image capture hardware [3].  

 

Image shot noise is reduced as a result of 

the smaller pixel size, which also results in 

less light being available. In light of this, 

pixel size limitations are possible; current 
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sensor technology is almost at this point. 

Because chip size increases capacitance 

and charge transfer rates are sluggish, 

increasing chip size to accommodate more 

pixels is likewise impractical. 

 

To be able to create photos with a greater 

resolution than physical imaging equipment 

is capable of, some type of post processing 

is necessary. One or more observed low-

resolution snapshots are used to create a 

high-resolution image. Using signal 

processing techniques, super resolution 

considerably reduces the challenge of 

producing a high-resolution image from 

one or more low resolution photos. By 

predicting values on a smaller grid and 

using reconstruction techniques, it is 

possible to boost pixel resolution beyond 

that of physical imaging devices [4]. 

 

By eliminating acquisition errors such as 

ambiguity, nickname, and noise, restoration 

techniques improve reliability and produce 

images with higher resolution and 

reliability than low-resolution images 

produced by a combination of super-

resolution reconstruction and restoration.  

In fact, the missing high frequency 

components are produced by the super-

resolution process, where high resolution 

images are generated, which are for the 

intensive field of research and proposed 

related to different methods. The super-

resolution process increases the maximum 

spatial frequency and eliminates the 

degradations that arise during image 

capture, opacity, and noise. 

 

When more clarity is required in snapshots, 

super resolution image reconstruction 

techniques might be helpful. Computed 

tomography and magnetic resonance 

imaging surveillance systems with satellite 

imaging applications like remote and video 

signal conversion to high-definition TV 

signals are some examples of medical 

imaging applications. Several methods that 

deal especially with the image filling 

problem for restoration work can be used to 

remove these blemishes, scratches, and 

overlay writing. By propagating linear 

structures by dilation, these image 

reconstruction techniques fill holes in the 

images of the target region [5]. They 

function convincingly as recovery methods 

but annoy the partial differential equations 

of physical heat flow. The figure-1 shows 

the best practices of reconstruction. When 

filling vast regions, the opacity created by 

these diffusion processes can be seen as a 

negative. 
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Figure 1: Re-construction Practice  

In this movement, we use the technique of 

'reconstruction' because it is one of the 

most common names in this field of 

research. Reconstruction methods are 

broadly classified into two categories: 

missing structural reconstruction and 

missing shape reconstruction. In addition, 

several reconstruction methods have been 

proposed that adopt the combined use of 

structure and texture reconstruction 

approaches. Variational image 

reconstruction techniques aimed at 

successful structural component 

reconstruction have traditionally been 

studied. The figure-2 describes the steps 

involed in pre-reconstruction and post-

reconstruction. 

 

 

Figure 2: Pre and Post Re-construction  

 

The variation image reconstruction 

technique is performed based on the 

continuity of the geometric structure of the 

images [6]. Most differential reconstruction 

methods solve partial differential equations. 

The figure-3 describes step-by-step 

refinement process for best quality of 

images. While these diverse image 

reconstruction techniques allow for the 

successful reconstruction of the structural 

parts, the images also contain other 

different important components, meaning 

that the design components and alternative 

methods provide good results. 

 

  

Figure 3: Refinement of Quality Image 

 

II. RELATED WORK 

One of the first techniques for image 

reconstruction relies on methods for texture 

generation. These methods employ nearby 

neighbourhoods of blemished pixels that 

are identical to the missing regions to fill 

them in. Texture patterns are created using 

a texture synthesis-based reconstruction 

technique that is comparable to a sample 



 

 
Volume 12, Issue 01, Jan 2023                             ISSN 2456 – 5083                      Page 844 
 

pattern provided, resulting in a 

reconstructed texture that closely mimics 

the root texture's statistical characteristics. 

The algorithm used for the PDE-based 

reconstruction method is iterative. This 

method's major goal is to keep geometric 

and photometric data that enters an 

enclosed area at its perimeter within that 

area. This is accomplished by using isophot 

lines to spread information in the direction 

of least change. When the missing sections 

are tiny, this strategy produces good results 

[7]. However, this approach does not 

perform well and takes a long time when 

the missing regions are quite vast. 

 

An important class of reconstruction 

techniques that has gained popularity is the 

example-based approach. It basically 

consists of two basic steps: assigning 

priorities in the first phase and choosing the 

best matched patch in the second. The 

exemplar-based method copies the best 

matching patches from a known region into 

the target patches in the missing region, 

where their similarity is determined by 

specific metrics. The foundation of the non-

uniform interpolation super-resolution 

method is the non-uniform sampling 

theory, which enables functions to be 

reconstructed from provided samples taken 

at non-uniform distribution sites. Since 

accurate interpolation needed extremely 

exact registration between images, early 

super-resolution applications used 

sophisticated camera placement to enable 

this. This approach has the benefit of 

requiring less computational work and 

allowing real-time applications. 

 

Single-image super-resolution issues are 

solved using the neighbour embedding 

technique [8]. A set of training samples is 

used to recover a high-resolution 

counterpart from a low-resolution input 

image. Only negative values are taken into 

account by a recent neighbour embedding 

technique based on semi-non-negative 

matrix factorization. The weights in this 

method are required to add up to one 

another, but their sign is not required. Since 

subtractive combinations of patches have 

negative values, this may help to explain 

the conflicting results. The frequency 

domain technique successfully uses aliasing 

in each low-resolution image to rebuild the 

HR image [9]. In order to describe the link 

between low resolution images and the 

desired high resolution image using relative 

motion, Tsai and Huang first created a 

system equation.  

 

III. PROPOSED WORK 

The planned work comprises of two 

primary operations that happen in order. 

The first method uses non-parametric patch 

sampling to fill in any gaps in the data. 

However, the reconstruction method is used 
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on a less-detailed version of the input 

image rather than filling in the missing 

areas in the original resolution. There are a 

number of reasons to use a low-resolution 

image for the reconstruction process. An 

overview of the dominant and noteworthy 

structures can be compared to a coarse 

version of the input image first. Second, 

compared to reconstructing a full resolution 

image, the computation time for the 

reconstruction of the smaller-than-original 

image is substantially shorter. The output 

of the first stage is used for the second 

procedure [10]. Its goal is to increase the 

painted image areas' perceived quality and 

clarity. The method we employ is single-

image super resolution. Since the input 

image produced by the first reconstruction 

stage has a low resolution, we use a set of 

training examples taken from a known area 

of the input image to restore its high 

resolution. The fundamental idea of the 

suggested work is depicted in Figure-4. The 

reconstruction method and the super 

resolution algorithm are the two key 

elements. 

 

 

Figure 4: The proposed framework  

 

a) Instance-based Reconstruction 

This section presents the reconstruction 

technique used in this paper to fill in low-

resolution images. The proposed instance-

based technique follows two steps-patch 

prioritization and filling sequence and 

texture synthesis. The filling order 

calculation specifies a measure of the 

priority of each patch, which distinguishes 

structures from textures. Three different 

data norms were tested: tensor-based 

prioritization, gradient-based prioritization, 

and sparsity-based prioritization [11]. The 

Figure-5 illustrates reconstruction of low-

resolution images with different gradient-

based prioritization, tensor-based 

prioritization, and sparsity-based 

prioritization. 

 

 

Figure 5: Results of different reconstruction 

techniques 
 

In sparsity-based prioritization, a search 

window and template matching are 

performed between the current patch and 

neighbouring patches p, pj belonging to a 

known part of the image. By using the non-

local means approach, a similarity weight 
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p, pj is calculated for each pair of patches. 

The term sparsity is defined as follows: 

 

 
 

where Ns and N represent the number of 

valid patches and the total number of 

candidates in the search window. In texture 

synthesis, the filling process starts with the 

highest priority patch [12] [13]. Two sets of 

candidates are used to fill in the unknown 

portion of the current patch. The first set is 

composed of the K most similar patches in 

the local neighborhood centered on the 

current patch. They are connected with the 

help of non-local means. The weighting 

factors are defined as follows: 

 

Wp,pj = exp(-d(ψp, ψp,pj) / h) 

 

 where d(ψp, ψp,pj) is a metric indicating the 

similarity between patches, and “h” is the 

decay factor. 

 

b) Collaboration of Reconstructed Images 

    The fusion of multiple reconstructed 

images aims to produce a final 

reconstructed image from M reconstructed 

images. Figure 6 illustrates some 

reconstructed results obtained for a given 

setting. To obtain the final reconstructed 

image, three types of combinations were 

considered [14][15]. The first two methods 

are simple as the value of each pixel in the 

final image is achieved by the mean or 

median operator as given below: 

 

Figure 6: The low-resolution image is 

reconstructed with different settings. 

 

Table-1: Configurations for filling the unknown 

parts of the images 
 

c) High Resolution Algorithm 

      A hierarchical single-image super 

resolution approach is utilized to 
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reconstruct the high-resolution details of 

the image after the fusion of several low-

resolution reconstructed images has been 

finished [16]. The algorithm's steps are 

listed below (Figure 6): 

 

i. Building the Dictionary 

Correspondences between low- and 

high-resolution image patches are used to 

develop the dictionary [17]. The need that 

high resolution patches be valid is a unique 

restriction. 

 

ii. Filling the High-Resolution image  

The High-Resolution Image is used to 

calculate the filling order using a sparsity-

based technique. Beginning with the patch 

with the highest priority, the filling process 

moves on to regions both known and 

unknown. The best neighbor in the lower-

resolution reconstructed images is sought 

for a low-resolution patch that corresponds 

to a high-priority high-resolution patch. 

This search is conducted locally and in a 

dictionary [18] [19]. Therefore, only the top 

applicant gets kept on. 

 

 

Figure 7: Extraction of Super-resolution 

image 
 

 

The process of extracting the super-

resolution image from low-resolution 

images is illustrated in Figure 7. To begin, 

a dictionary full of face images is created 

for super resolution. These images are then 

collected and purposefully compressed to 

create rough images. Similar patterns of 

both images are then extracted and entered 

into a dictionary as a set, while other parts 

are similarly entered. When a low-

resolution face image is entered, a face 

region is extracted, a similar face pattern is 

looked up in the dictionary, and a high-

resolution version is exported when it is 

discovered, the dictionary is complete. The 

nose goes through the same processing. 

The complete face's super-resolution image 

is recreated using the same image 

processing [20]. This approach allows for 

the precise reproduction of a facial image. 

After the current patch is filled, the priority 

value is propagated and the above 
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mentioned. The steps are repeated when 

there are unknown regions. 

 

IV. CONCLUSION 

Reconstruction is the technique of using 

background information to recreate a lost or 

blemished section of an image. In other 

words, image reconstruction uses the 

spatial information of the area around the 

blemished or missing portion of the image 

to fill it in. Applications for reconstruction 

techniques are numerous. It helps with 

object removal in digital images and the 

restoration of vintage films. Using a series 

of low-quality photos, super resolution 

reconstruction technology creates high 

resolution images. The available low-

resolution image's visual quality can be 

improved using the super resolution 

approach. With the use of super resolution 

reconstruction, low-resolution imaging that 

is already available can also be employed. 

Performing reconstruction on a coarse 

version of the input image is the initial step 

in a super-resolution-based reconstruction 

technique.  The recovery of lost region 

features is accomplished via a hierarchical 

super-resolution technique. This approach 

has the benefit of making low-resolution 

photos easier to reconstruct than high-

resolution images. This is combined with 

facial recognition technology, which 

enables personal recognition to create an 

image of the crown on the street, in a 

stadium, or at any public gathering, which 

is also useful. In the future, many new 

technologies based on this super resolution 

will be available in the near future. 

 

V. REFERENCES 

 

[1] P.Wang and R. Menon, 

“Computational multi-spectral video 

imaging,” J. Opt. Soc. Am. A 35(1), 

189–199 (2018). 

[2] G. Satat, M. Tancik, O. Gupta, B. 

Heshmat, and R. Raskar, “Object 

classification through scattering media 

with deep learning on time resolved 

measurement,” Opt. Express 25(15), 

17466–17479 (2017).  

[3] K. Monakhova, J. Yurtsever, G. Kuo, 

N. Antipa, K. Yanny, and L. Waller, 

“Learned reconstructions for practical 

mask-based lensless imaging,” Opt. 

Express 27(20), 28075–28090 (2019).  

[4] S. Li, M. Deng, J. Lee, A. Sinha, and 

G. Barbastathis, “Imaging through 

glass diffusers using densely connected 

convolutional networks,” Optica 5(7), 

803–813 (2018).  

[5] A. Sinha, J. Lee, S. Li, and G. 

Barbastathis, “Lensless computational 

imaging through deep learning,” 

Optica 4(9), 1117–1125 (2017).   

[6] S. S. Khan, V. R. Adarsh, V. 

Boominathan, J. Tan, A. 



 

 
Volume 12, Issue 01, Jan 2023                             ISSN 2456 – 5083                      Page 849 
 

Veeraraghavan, and K. Mitra, 

“Towards photorealistic reconstruction 

of highly multiplex lensless images,” 

Proc. of IEEE International Conf. 

Computer Vision (2019). 

[7] N. Antipa, G. Kuo, R. Heckel, B. 

Mildenhall, E. Bostan, R. Ng, and L. 

Waller, “Diffusercam: lensless single-

exposure 3D imaging,” Optica 5(1), 1–

9 (2018).  

[8] D. S. Jeon, S.-H. Baek, S. Yi, Q. Fu, X. 

Dun, and W. Heidrich, “Compact 

snapshot hyperspectral imaging with 

diffracted rotation,” ACM Trans. 

Graph. 38(4), 1–13 (2019).    

[9] K. Tajima, T. Shimano, Y. Nakamura, 

M. Sao, and T. Hoshizawa, “Lensless 

light-field imaging with multi-phased 

Fresnel zone aperture,” 2017 

International conference on 

computational photography. 

[10]  P. Berto, H. Rigneault, and M. 

Guillon, “Wavefront sensing with a 

thin diffuser,” Opt. Lett. 42(24), 5117–

5120 (2017).  

[11]  G. Kim, N. Nagarajan, E. Pastuzyn, K. 

Jenks, M. Capecchi, J. Sheperd, and R. 

Menon, “Deep-brain imaging via epi-

fluorescence computational cannula 

microscopy,” Sci. Rep. 7(1), 44791 

(2017).  

[12]  O. Skocek, T. Nöbauer, L. Weilguny, 

F. M. Traub, C. N. Xia, M. I. 

Molodtsov, A. Grama, M. Yamagata, 

D. Aharoni, and D. D. Cox, “High-

speed volumetric imaging of neuronal 

activity in freely moving rodents,” Nat. 

Methods 15(6), 429–432 (2018).  

[13]  G. Kim and R. Menon, 

“Computational imaging enables a 

“see-through” lensless camera,” Opt. 

Express 26(18), 22826–22836 (2018).  

[14]  G. Barbastathis, A. Ozcan, and G. 

Situ, “On the use of deep learning in 

computational imaging,” Optica 6(8), 

921–943 (2019).   

[15]  A. Kendall and Y. Gal, “What 

uncertainties do we need in bayesian 

deep learning for computer vision?” In 

Advances in neural information 

processing systems, p. 5574–5584 

(2017). 

[16]  T. Clanuwat, M. Bober-Irizar, A. 

Kitamoto, A. Lamb, K. Yamamoto, 

and D. Ha, “Deep learning for classical 

japanese literature,” arXiv preprint 

arXiv: 1812.01718v1 (2018). 

[17]  Vidhyasree, M. & Parameswari, R.. 

(2019). A Systematic Approach of 

Classification Model Based Prediction 

of Metabolic Disease Using Optical 

Coherence Tomography Images. 

10.1007/978-3-030-32150-5_101.  



 

 
Volume 12, Issue 01, Jan 2023                             ISSN 2456 – 5083                      Page 850 
 

[18]  Di Liu, J. Jia, Y. Zhao, and Y. Qian, 

“A review of image denoising methods 

based on deep learning,” Computer 

Engineering and Applications, vol. 57, 

no. 7, p. 13, 2021. 

[19]  W. Liu, B. Wen, and S. Gao, 

“Research on intelligent image 

processing based on deep learning,” 

Automation and Instrumentation, vol. 

4, no. 8, 2020. 

[20]  C. Tao, Y. Wang, and M. Chen, 

“Hyperspectral image classification 

with multilayer local perception 

convolutional neural networks,” 

Journal of Sichuan University Natural 

Science Edition, vol. 57, no. 1, p. 10, 

2020. 

 


