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Abstract 

The explosion of e-commerce platforms in recent years has brought about an enormous 

volume of product data. Recommender systems have become increasingly important in the 

e-commerce industry to help users navigate through this vast amount of data and to 

provide personalized recommendations based on user preferences. Traditionally, 

recommendation systems have relied on either image-based or text-based features to make 

recommendations. However, combining these two features could potentially lead to more 

accurate and effective recommendations. In this paper, we propose an approach that 

combines image and text-based features to provide more accurate and personalized product 

recommendations. We use ResNet-50 to extract image embeddings, and the Sentence-

Transformers model with the BERT-base-NLI-mean-tokens architecture to generate text 

embeddings. Cosine similarity is then used to measure the similarity between the 

embeddings, which serves as the basis for product recommendations. The main 

contribution of this paper is to navigate the effectiveness of combining image and text-based 

features for product recommendations. Specifically, we evaluate the proposed approach on 

a large dataset of product images and descriptions to get recommendations. We also focus 

on computability to make our approach run on commodity-level hardware with a single 

GPU. 

Keywords: BERT, E-commerce, Embeddings, Image-based Recommendation, Text-based 

Recommendation, Product Recommendation, Recommender Systems, ResNet-50, Sentence-

Transformer, Cosine Similarity, Personalized Recommendations. 

 

Introduction 

Recommender systems are algorithms 

designed to provide personalized 

recommendations to users, based on their 

historical interactions with a system or 

other users with similar interests. These 

systems are used in a variety of domains, 

including e-commerce, social networks, 

streaming services, and more. 
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One example of a recommender system is 

Amazon's product recommendation 

system. Amazon collects data on users' 

browsing and purchasing history, and 

uses this data to suggest products that 

they might be interested in. Another 

example is Netflix's movie 

recommendation system, which uses a 

user's viewing history and ratings to 

suggest movies and TV shows that they 

might enjoy. 

Recommender systems have many uses, 

including increasing sales and customer 

engagement, improving user satisfaction 

and loyalty, and reducing search time. 

They can also help users discover new 

products or content that they might not 

have otherwise found. 

However, there are also some drawbacks 

to recommender systems. One common 

issue is the "filter bubble" effect, where 

users are only exposed to 

recommendations that are similar to what 

they have previously interacted with, 

potentially limiting their exposure to 

diverse content. Additionally, there can be 

privacy concerns related to the collection 

and use of user data for personalized 

recommendations. Finally, it can be 

challenging to evaluate the effectiveness of 

recommender systems, as the metrics 

used to measure their success can be 

subjective or difficult to interpret. 

Our method is based on the feature 

extraction capability of CNN’s [1] and 

Transformers [2]. Convolutional Neural 

Network (CNN) is a type of deep neural 

network that is particularly effective at 

image processing and computer vision 

tasks. One of the key strengths of CNNs is 

their ability to extract useful features 

from images. The breakthrough of AlexNet 

in 2012 [3] marked a turning point in the 

development of Convolutional Neural 

Networks (CNNs) for image processing and 

computer vision tasks.  

Literature Survey 

Our method is based on the work done in 

[4]. The paper proposes an image-based 

content recommendation system using a 

pre-trained deep learning model and 

specifically, a convolutional neural 

network (CNN) to extract features from 

images. The model generates feature 

vectors for each image and calculates the 

cosine similarity between them to 

recommend similar images. The VGG-16 

architecture is used for classification and 

a linear base model Support Vector 

Machine (SVM) is associated with it. The 

proposed method is built on features from 

users' chosen images and suggesting 

similar images based on visual similarity. 

The cosine distance metric is used to 

compute the similarity score between 

feature vectors, and the model achieves 

good results using this approach. 

We used a larger Fashion dataset that is 

2.5x larger (5000 images) than the one 

used in the base paper (2000 images). The 

dataset is from Kaggle, which is openly 

available. Next, we used ResNet-50 [5] 

and the base paper used VGG [6] as its 

feature extractor. The major difference 

that drastically improved our 
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recommendations is that we used the 

textual metadata of a product to get text-

based recommendations. These text 

embeddings helped us in getting the most 

similar recommendations by focusing on 

various local attributes of the product 

whereas image embeddings achieved 

diverse predictions by focusing on global 

attributes. 

 

Problem Identification 

There are various ways to build a 

recommendation system. Whatever the 

method is, the final goal stays the same: 

Given a query product, predict the most 

likely products that might be liked by the 

user viewing the query product. 

 

Collaborative filtering 

This method [8] recommends items to a 

user based on the preferences and 

behaviors of similar users. Collaborative 

filtering can be done using user-based or 

item-based approaches. Also, this is the 

method behind Netflix’s recommendation 

system. 

Content-based filtering 

This method [9] recommends items to a 

user based on the characteristics of items 

that the user has previously shown 

interest in. For example, a content-based 

movie recommendation system might 

recommend other movies with similar 

genres or actors. 

Hybrid recommender systems 

These systems [10] [14] combine multiple 

recommendation methods to provide more 

accurate and diverse recommendations. 

For example, a hybrid system might use 

collaborative filtering and content-based 

filtering together. 

Matrix factorization 

This method [11] breaks down a user-item 

interaction matrix into two lower-

dimensional matrices representing user 

and item features, which can then be 

used to make personalized 

recommendations. 

Association rule mining 

This method [12] finds associations 

between items that frequently occur 

together in users' transaction histories, 

and uses those associations to make 

recommendations. 

Deep learning-based recommendation 

systems 

These systems [13] [15] use deep neural 

networks to learn patterns and 

relationships in user-item interactions 

and make personalized recommendations. 

 

Proposed Methodology 

In our methodology, we aimed to create a 

simple and straightforward approach to 

develop an image-based content 

recommendation system. We used well-

established pre-trained models, ResNet-

50 for image embeddings and Sentence-

Transformer for text embeddings, to 

extract features from the images and 

textual data, respectively. By using these 

pre-trained models, we avoided the need 

for extensive training on large datasets, 
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which can be computationally expensive 

and time-consuming [17]. 

Furthermore, we used cosine similarity 

[18] as our metric for recommendations, 

which is a widely used and effective 

technique for measuring similarity 

between vectors. This simplified the 

process of recommendation as it does not 

require complex algorithms or machine 

learning models to be built from scratch. 

 

A. Methodology 

Using pre-trained CNNs for this problem 

has several advantages over training from 

scratch. Pre-trained CNNs have been 

trained on large datasets such as 

ImageNet [19] with millions of images, 

allowing them to learn general features 

and patterns that are useful for a wide 

range of tasks, including image 

classification and feature extraction. By 

using pre-trained CNNs, we can leverage 

the knowledge gained from training on 

such a large dataset and transfer it to our 

own task with relatively little additional 

training data. 

Moreover, pre-trained CNNs often have a 

large number of parameters that need to 

be optimized during training, and training 

from scratch can be computationally 

expensive and time-consuming. Using 

pre-trained CNNs allows us to avoid this 

computational burden and save 

significant time and resources. 

ResNet-50, in particular, has been shown 

to be a powerful pre-trained CNN for a 

wide range of image-based tasks. It 

consists of 50 layers and has residual 

connections, which enable the network to 

learn more complex representations of the 

input images. ResNet-50 has been trained 

on the large-scale ImageNet dataset and 

has been shown to generalize well to a 

wide range of images outside of the 

ImageNet dataset. This means that the 

features learned by ResNet-50 can be 

useful for a wide range of image-based 

tasks beyond those it was specifically 

trained on. 

Overall, using pre-trained CNNs such as 

ResNet-50 for image embeddings can 

provide significant advantages in terms of 

performance, computational efficiency, 

and generalization to a wide range of 

images. 

Sentence Transformer is a pre-trained 

model that has been specifically designed 

to produce sentence-level embeddings. 

These embeddings are vectors that 

capture the semantic and syntactic 

information of a sentence, making them 

ideal for downstream natural language 

processing (NLP) tasks such as text 

classification, information retrieval, and 

sentiment analysis. 

Sentence Transformer makes it easy to 

obtain high-quality sentence embeddings 

without requiring extensive training data 

or complex neural network architectures. 

Instead, it leverages pre-existing 

transformer models, which have been 

shown to be highly effective at natural 

language processing tasks. 

One of the main advantages of using 

Sentence Transformer is that it allows for 

transfer learning. This means that the 

model can be pre-trained on large 

amounts of text data and then fine-tuned 
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on specific tasks, such as text 

classification or information retrieval, with 

relatively small amounts of task-specific 

data. This can greatly reduce the amount 

of training time and data required, 

making it easier and faster to develop 

high-performing NLP models. 

 

Cosine similarity is a measure of 

similarity between two non-zero vectors of 

an inner product space. In the context of 

this paper, it is used to measure the 

similarity between the image and text 

embeddings obtained from ResNet-50 and 

Sentence-Transformer, respectively. The 

cosine similarity score ranges from -1 to 

1, where a score of 1 indicates that the 

two vectors are identical, and a score of -1 

indicates that they are opposite. The 

closer the cosine similarity score is to 1, 

the more similar the two vectors are 

considered to be. 

In the proposed methodology, the cosine 

similarity score is used to predict the 

relevance of images to a given text query. 

Specifically, the text query is first passed 

through Sentence-Transformer to obtain 

its embedding, which is then compared 

with the embeddings of all images using 

cosine similarity. The images with the 

highest cosine similarity scores are 

considered to be the most relevant to the 

text query and are recommended to the 

user. 

B. Architecture 

The architecture of the proposed method 

for image-based content recommendation 

system consists of two main components: 

1. Image Encoder (Image Feature 

Extractor): In this component, a 

pre-trained ResNet-50 model is 

used to extract image embeddings 

from input images. ResNet-50 is a 

deep convolutional neural network 

architecture that has been trained 

on millions of images from the 

ImageNet dataset. The pre-trained 

ResNet-50 model is used as a 

feature extractor, and its last fully 

connected layer is removed to 

obtain a 2048-dimensional feature 

vector for each input image. 

2. Text Encoder: In this component, 

a pre-trained sentence transformer 

model is used to encode text 

descriptions of the images into 

fixed-dimensional vector 

representations. The sentence 

transformer model takes textual 

input, processes it through a 

series of transformer layers, and 

outputs a dense 768-dimensional 

vector representation of the input 

text. 

After obtaining image embeddings and 

text embeddings, cosine similarity is used 

to compute the similarity scores between 

the input image and all other images in 

the dataset. The images with the highest 

similarity scores are then recommended 

to the user. 
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ResNet-50 Architecture 

 

Using image embeddings and text 

embeddings helped in achieving the 

results mentioned above because they 

encode different aspects of the products. 

Image embeddings capture the visual 

characteristics of the product, such as the 

style, shape, texture, and patterns, while 

text embeddings capture the textual 

characteristics of the product, such as the 

description, title, and brand name. 

By combining both image embeddings 

and text embeddings, the model was able 

to make more accurate and diverse 

recommendations. For example, if a user 

liked a red shirt with a certain style, the 

image embeddings would recommend 

similar products with the same style, but 

not necessarily the same color. On the 

other hand, the text embeddings would 

recommend products with the same style 

and the same color, making the 

recommendations more precise and 

relevant. 

 

Implementation 

The code is implemented in Python 3 in a 

Kaggle kernel. Using Kaggle kernel has 

eased our work a lot by reducing the time 

to load and download the dataset 

everytime into a new notebook session. 

Furthermore, Kaggle provide Nvidia’s 

P100 GPU with 16GB memory. This is 

better than the Google Colab’s GPU which 

is provided on a per-demand basis. We 

used Tensorflow for all model 

implementations and predictions.  

We first made a basic EDA that helped in 

getting important information about the 

dataset.  

 

 

           Product Category Distribution 

 

Next, we started on getting image 

embeddings using a ResNet-50 model 

pretrained on ImageNet dataset. Given a 

query image, we calculated the cosine 

similarity between the query image and all 

other images’ emeddings. Then finally 

sorted the similarity scores in descending 

order and we took the top-5 similar 

products as our recommendations. 

 

The same procedure is followed for text 

based recommendation. We first 

concatenated the textual data given in the 

dataset (category, year, season, product 

name, etc.). Then passed each joined 
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sentence through a sentence transformer, 

this way we obtained sentence 

embeddings for all sentences. For a given 

query product, we first calculated the 

cosine similarity between sentence 

embeddings of the query image and all the 

images in the dataset. Then we took the 

top-5 similar products as 

recommendations. 

 

 

 

Results & Conclusion 

The results using image embeddings were 

of same style but not same colour. We can 

see it in the below figure: 

 

 

 

 

 

The results using textual embeddings 

were able to focus on recommending 

products of similar colours: 

 

 

 

 

 

Limitations & Future Scope 

Although the proposed methodology using 

ResNet-50 for image embeddings and 

Sentence-Transformer for text 

embeddings achieved promising results, 

there are still limitations and areas of 

improvement that can be explored in 

future research. 

One limitation is that ResNet-50 was 

trained on ImageNet, which is a dataset 

that contains a wide variety of images, but 

it still may not capture all the nuances of 

fashion product images. Using more 

powerful models like OpenAI's CLIP [20] 

(Contrastive Language-Image Pre-

Training) that has been trained on a 

larger and more diverse dataset like 

COCO [21] (Common Objects in Context) 

can lead to better image embeddings and, 

in turn, better recommendations. 
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Another limitation is that the current 

method only uses cosine similarity to 

calculate the similarity between image 

and text embeddings. More advanced 

techniques like the COLA [22] (Cross-

modal and Language-based Retrieval) 

architecture can be used to combine both 

image and text embeddings to obtain a 

more accurate measure of similarity. The 

COLA architecture uses a multi-modal 

encoder that can encode both images and 

text and a cross-modal retrieval module 

that can retrieve the most relevant images 

and text given a query. 
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