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ABSTRACT 

This document presents a novel method for the problem of image segmentation, based on 

random-walks. This method shares similarities with the Mean-shift algorithm, as it finds the 

modes of the intensity histogram of images. However, unlike Mean-shift, our proposed 

method is stochastic and also provides class membership probabilities. Also, unlike other 

random-walk based methods, our approach does not require any form of user interaction, and 

can scale to very large images. To illustrate the usefulness, efficiency and scalability of our 

method, we test it on the task of segmenting anatomical structures present in cardiac CT and 

brain MRI images. 
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1. INTRODUCTION 

Automatic image segmentation is an 

unsupervised learning problem where one 

must cluster the pixels of an image, often 

encoded as a single intensity value, into 

regions representing structures or objects 

in the image. This well-known problem 

has several key applications, including 

image compression and recoloring, as well 

as automated classification and tracking of 

objects and structures in images. In many 

cases, the pixels of given regions in 

images share similar values, either color or 

intensity, because they encode some 

intrinsic properties of these regions. For 

example, CT images are obtained by 

placing the scanned object or patient 

between an X-ray beam and a detector. 

The intensity value of pixels is mostly 

determined by the physical properties of 

material (e.g, fat, muscle or tissue) and its 

thickness. For such images, a good 

segmentation can be obtained by only 

considering the distribution of pixels 

values, which corresponds to the image 

histogram. An example of a CT image, 

showing the aorta and coronary arteries, 

and the intensity histogram of this image, 

are shown in Figure 

 

Figure 1. Cardiac CT slice and its 

histogram of intensity v 
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In this paper, we present a novel image 

segmentation method that uses 

random-walks to find the peaks (modes) 

within the intensity histogram of images, 

and cluster pixels around these peaks. This 

method is similar to two popular 

segmentation approaches, the Mean-shift 

(see Comaniciu et al.1) and 

Random-walker (Grady2) algorithms. 

Thus, like Mean-shift, our approach works 

exclusively on the intensity histogram, 

which allows it to scale to very large 

images. However, similar to the 

Random-walker algorithm, our method 

uses a probabilistic formulation which 

allows us to find class membership 

probabilities for each pixel, instead of a 

simple class value. In comparison to these 

segmentation algorithms, our proposed 

method has several advantages: 

1. In contrast to Random-walker, which 

requires users to manually label 

foreground and background pixels in the 

image, our approach is fully automatic and 

requires no such user interaction. This is a 

significant advantage in cases where a 

great number of images need to be 

segmented, and the user does not have 

enough time for such a task. 

2. As mentioned above, our method 

returns class membership probabilities, 

instead of simple class values. This 

additional information could be valuable to 

identify overlapping or ill-defined 

structures in the image, or could provide 

more significant inputs to a classification 

method. 

3. Finally, our method is more efficient 

than both the Mean-shift and 

Random-walker algorithms. Thus, 

unlike Random-walker, its complexity is 

linear to the number of pixels, which 

allows it to scale to very large images. 

Also, as opposed to Mean-shift, our 

method is not iterative and can be 

computed very efficiently by inverting a 

tridiagonal matrix, the complexity of 

which is quadratic to the number of 

intensity values. The rest of this paper is 

structured as follows. The next section 

presents a short review of the relevant 

literature on image segmentation. We then 

present the details of our segmentation 

approach and evaluate its usefulness, 

efficiency and scalability on the task of 

segmenting cardiac CT and brain MRI 

images. We end the paper with a brief 

summary of our contributions and results. 

 

2. STOCHASTIC SEGMENTATION 

USING THE HISTOGRAM 

This section describes our proposed 

segmentation method and provides some 

information on its complexity and possible 

extensions. 

2.1 Random-walk formulation 

To find the peaks in the histogram, we 

consider it as a landscape on which is 

moving a random walker. For each 

intensity level i in the histogram, we 

assign i to the level j that has the greatest 

chance of being visited by a walker 

starting at i. Figure 2 shows the landscape 

resulting from the histogram values h(i). 

This stochastic process can be represented 
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using a graph where each node i 

corresponds to an intensity value, and the 

transition probability wi,j from i to a 

neighbor node 

 j ∈  {i−1, i, I  is proportional to the 

difference of corresponding intensities in 

the histogram: 

wi,j = φ h(j) − h(i) Npix ・ Nint _, (1) 

where Npix and Nint correspond to the 

number of pixels and intensity values used 

to compute the histogram. Moreover, φ is a 

function which maps the differences to the 

interval [0, 1], for instance, the sigmoid 

function: 

φ(x) = 1  

1 + exp{−(cx + d)}. (2) 

 

Figure 2. (a) Landscape function defined 

by the intensity histogram, and (b) graph 

representing the random-walk process on 

this landscape. By normalizing the 

transition probabilities, we obtain the 

transition matrix W such that: 

Wi,j = _ wi,j wi,i−1 + wi,i + wi,i+1, if |i − 

j| ≤ 1, 0, otherwise.(3) 

Suppose that the random-walk started at a 

node i of the graph and that, at a certain 

time t, the walker is at node j. The 

transition process can be described using a 

single parameter 

 α ∈  [0, 1]: 

1. With probability (1− α), the walker 

chooses a node 

2.  j_ ∈  {j−1, j, j+1} with probability 

Wj,j_ , and moves to this node; 

2. Otherwise, with probability α, the 

walker returns to the starting node i. 

Thus, α controls the locality of the walk 

(how far from the initial node the walker 

can stray). If α = 1, then the walk will stay 

at the initial node, and the segmented 

image will be identical to the original one. 

Reversely, if α = 0, then the walk will be 

unrestricted and will tend to visit higher 

peaks more often. Hence, the segmented 

image will be such that all pixels are 

mapped to the most frequent intensity in 

the histogram. The probability of a 

random-walk, starting at node i, to be at 

node j at a given time t is therefore:  

πi,j(t+1) = (1− α) _Wj−1,j πi,j−1(t) + 

Wj+1,j πi,j+1(t) + Wj,j πi,j(t) _ + αδ(i = j), 

(4) 

where δ(i = j) = 1 if i = j, otherwise 0. 

Considering every initial node i and every 

visited node j, this relation can be 

expressed in matrix form as: 

Pt+1 = (1− α)PtW + αI, (5) 

where the i-th line of Pt gives the walk 

probabilities at time t of a random-walk 

starting at node i. Since there is a non-zero 

probability of reaching any node from any 

other node, we can show there exists a 

stable state P∞ = P 

such that: 

P = α [I − (1 − α)W]−1 . (6) The class of 

an intensity level i then corresponds to the 

most probable node j in P, for a 

random-walk starting at i: 
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C(i) = arg max j {Pi,j} . (7) 

 

2.2 Complexity and other considerations 

Because matrix I − (1 − α)W is 

tridiagonal, its inverse can be computed in 

O(N2) steps, where the matrix size N 

corresponds to the number of intensity 

levels in the image (see El-Mikkawy et 

al.18 for a proof). Moreover, the 

computation of P can be interpreted as the 

diffusion of probability values in the 

transition matrix W: P = α ∞_ k=0 (1 − 

α)kWk. (8) 

Thus, the random-walk formulation of our 

method is consistent with the initial 

hypothesis that pixel intensities are 

generated by applying small perturbations 

(noise) to the representative intensity of 

the corresponding class. While this method 

has three distinct parameters (α, c and d), 

parameters c and d depend mostly on the 

number of pixels and intensity values in 

the image, and require almost no 

image-specific tuning. Moreover, because 

this approach is very efficient, even for 

very large images, it is possible to 

compute the segmentation for various 

values of α and select a proper value based 

on the number of obtained classes. Finally, 

although the proposed method was 

formulated only for intensity (gray) level 

images, the same idea could be used to 

segment color images. Thus, we could 

build a 3D histogram, having a dimension 

for each of the RGB or HSV components 

and, as explained above, translate this 

histogram into a graph. While, the 

resulting transition matrix would not be 

tridiagonal, this matrix would be very 

sparse and, therefore, easily invertible. 

 

3. EXPERIMENTAL RESULTS 

We evaluated the efficiency and scalability 

of our method on the task of segmenting 

cardiac CT and brain MRI images. We 

compared our method with the Mean-shift 

algorithm, since both approaches work by 

finding modes in the histogram, and do not 

require any form of user interaction. For 

Mean-shift, we used the open source 

Matlab package implemented by Y. 

Keselman,19 and kept the default 

parameter setting: window width w = 20, 

size of color group g = 200, and minimal 

region size r = 20. We found this setting to 

give reasonably good results for most 

tested images. Our segmentation algorithm 

was also implemented in Matlab. All tests 

were carried out on a 2.30 Ghz i7 64 bit 

Intel CPU computer, with 8 Go of RAM. 

 

3.1 Cardiac CT segmentation 

Figure 3 shows the segmentation of the CT 

image of Figure 1, obtained by our method 

using various values of α, and by the 

Mean-shift algorithm. We can see that our 

method gives results similar to Mean-shift 

for α = 7.0×10−6, and that a coarser 

segmentation can be obtained by 

decreasing α. Figure 3 compares the 

segmentation of Mean-shift with the one 

obtained by our method, on three other 

cardiac CT images. Once again, the results 

of Mean-shift and our method are similar 

in quality. 
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While our random-walk based method 

achieved segmentation results similar to 

those obtained with Meanshift, we found it 

to be more efficient. As shown in Table 1, 

our method is consistently faster than 

Mean-shift, and scales linearly to the 

number of image pixels. Table 1. Average 

runtimes (in seconds) obtained by our 

random-walk based method and the 

Mean-shift algorithm over 10 benchmark 

images of increasing size (pixels). 
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Figure 3. Segmentation results obtained 

with (a) the Mean-shift (MS) algorithm, 

and (b)-(e) our random-walk (RW) based 

method using c = 250000, d = 0 and 

decreasing values of α. Mean-shift 

parameters used are: window width w = 

20, size of color group g = 200, and 

minimal region size r = 20. Subfigures (f 

)-(h) show the tridiagonal transition matrix 

W, the random-walk probability matrix P, 

and the line-wise maximum matrix C, for 

the parameter setting of (b). Darker pixels 

correspond to higher probability values. 
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Figure 4. (top-row) Segmentation results 

obtained by Mean-shift (MS), and 

(bottom-row) results obtained by our 

method (RW) for the same images, using c 

= 250000, d = 0 and specified values of α. 

Mean-shift parameters used are: window 

width w = 20, size of color group g = 200, 

and minimal region size r = 20. 

 

3.2 Brain MRI segmentation 

We also tested our method on the task of 

segmenting brain MRI data, obtained from 

the Internet Brain Segmentation 

Repository (IBSR) database.20 This 

dataset contains several volumes (brains) 

composed of images representing 3.0mm 

thick slices. Following similar works in 

the literature, the objective is to segment 

the volumes into four distinct classes: 

whiter matter (WM), gray matter (GM), 

cerebro-spinal fluid (CSF), and 

background (BG). To evaluate the quality 

of the segmentations, we use the Dice 

index. Let CGT and CRW denote, 

respectively, the set of pixels 

corresponding to a given class (the 

ground-truth of the class) and the pixels 

mapped to that class by our method. The 

Dice index is computed as 

Dice(CGT, CRW) = 2|CGT ∩ CRW| 

|CGT| + |CRW| . (9) 

To map the classes obtained by our 

method to those of the ground-truth, we 

use the following rule: a class CRW is 

mapped to the class CGT with which it has 

the greatest intersection |CRW ∩ CGT|. 

Figure 5 gives the Dice index and number 

of classes obtained on three different 

volumes, for increasing values of α. For 

the computation of the Dice index, we set 

parameter c to 500000. While good 

segmentation results were obtained for the 

WM and GM classes (Dice index ranging 

from 0.58 to 0.92), the results obtained for 

the CSF class are not as satisfactory. 

However, upon examination, it was 

discovered that regions corresponding to 

CSF were indeed found by our method, 

but these regions were mapped to the GM 

class in the post-processing step, due to the 

fact that pixels located in a thin layer 

surrounding the brain have similar 

intensity values. Moreover, although many 

classes can be obtained for higher values 

of α, we noticed that most of these classes 

contain only a few pixels. Examples of 

segmentation results are shown in Figure 

6. We can see that the regions obtained by 

our method are visually more similar to the 

ground-truth than those obtained by 

Mean-shift. 
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4. CONCLUSION 

This study proposed a new segmentation 

method based on the random-walk 

traversal of image histograms. This simple 

method does not require any form of user 

interaction and is more efficient than other 

random-walk approaches such as 

Random-walker. Moreover, computational 

experiments on the task of segmenting CT 

  

and MRI images have shown our method 

to give results equivalent to those obtained 

by the well-known Mean-shift algorithm, 

faster than this algorithm. Finally, our 

method can be used as a preprocessing 

step for a finer interactive segmentation 

algorithm.  
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