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Abstract 

Agriculture is the major industrial sector contributing to the economy of India. Predictive 

crop yield can guide farmers in the crop cultivation and scheduling process. Maharashtra is 

one of the leading States in the agriculture section. This study uses a regression model to 

predict Soybean crop yield and study the factors affecting the Soybean crop yield of major 

districts of the Marathwada region from Maharashtra state. Data about crop yield has been 

sourced from the Indian Government's records. The weather features like precipitation, 

minimum maximum and average temperature, term and heavy rainfall, rainy days, an area, 

and yield for the years 2001 to 2019 has been collected from India Meteorological 

Department. The dataset was pre-processed and feature engineering is being done on the data 

for determining features contributing to crop yield. Various types of regression Models have 

been implemented before and after feature engineering and performance evaluation has been 

done. Performance metrics like mean absolute error, root mean squared error, and mean 

squared error has been calculated for the present study and different regression model 

performance metrics have been analyzed. 
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Introduction 

Agriculture majorly contributes to the 

Indian economy since Agriculture majorly 

contributes to the Indian economy since it 

is one of the most important fields 

practiced in India. It is one of the 

substantial economic sections and plays a 

huge role in the development of the 

country. More than 60 % of the land in 

India is used for agricultural purposes [1]. 

Agriculture has played an important role in 

improving the Indian economy and will 

continue to be the same in the future [2]. 

Introducing new techniques in agriculture 

is helping to increase productivity. 

Machine learning is one of the important 

fields that can be applied in this area for 

far further improvement. Crop growth and 

crop yield are sensitive to different 

parameters like weather parameters, Soil 

parameters, etc. Maharashtra has a major 

contribution to soybean production. 

Marathwada Region is one of the major 

regions which contributes to Soybean crop 

production. Marathwada has a variety of 

temporal and spatial features. So, it is 

important to study different temporal and 

spatial features of the Marathwada region 

which are responsible for crop growth and 

helps in crop yield prediction. The 

contents of the paper are structured as 

below. We have discussed existing 

methods of crop yield prediction in section 

II. In section III we discussed the 

implementation of the proposed system 

using various Regression models In 

Section IV we evaluated different 

regression models by considering different 

performance evaluation parameters and 

conclusions in Section V. 

 

Literature Survey 

Crop yield prediction is a principal section 

of agriculture that contributes majorly to 

the Indian economy. In this section, we 

have discussed existing methods used for 

crop yield prediction. S.Veenadhari[3] 

developed a Crop Advisor model for crop 

yield using climatic parameters and the 

C4.5 algorithm for selected districts of 

Madhya Pradesh. Sellam and E. 

Poovammal[4], applied a Regression 

model on environmental parameters and 

Food Price Index data. Niketa 

Gandhi[5][6][7], applied neural networks, 

SMO classifier, Bayes Net, and naive 

Bayes algorithms for predicting crop yield. 

Prof. D.S. Zingade [8], applied a Multiple 

Linear Regression on the integrated data 

obtained from the weather department, 

and Soil parameters to predict the most 

appropriate crops according to the current 
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environment. Igor Oliveira [9], applied a 

recurrent neural network on satellite-

derived precipitation, soil properties 

datasets, and seasonal climate forecasting 

data. The system provides significantly 

useful results without using high-

resolution remote-sensing data and 

provides farmers information about 

climate influence on the crop cycle. S. 

Dharmaraja [10], used regression and time-

series techniques to predict crop yield 

using historical data and improved 

accuracy in crop yield prediction when 

auxiliary variables are chosen based on the 

plant growth phase information. 

Narayanan Balakrishnan [11], developed 

AdaSVM and AdaNaive ensemble models 

to predict crop production over time. In 

literature, different Machine Learning 

methods have been applied in the area of 

crop production improvement. Machine 

Learning provides several effective 

algorithms which are used to find the 

contributing features and their effect on 

yield. This research work analyses the 

various regression model for the 

prediction of crop yield of the Soybean 

crop for the Marathwada region. 

 

Research Methods 

This section includes the area used in this 

study, data set details, and methodology 

used for implementing crop yield 

prediction. 

 

Study Area: 

The area used in this study is the 

Marathwada region of Maharashtra state 

in India. The principal food products of 

Marathwada are Soybean, Wheat, Jawar, 

Bajra, and pulses [21]. For the present 

study, 8 districts Aurangabad, Beed, 

Hingoli,Jalana, Latur, Osmanabad, 

Parbhani, and Nanded from the 

Marathwada region are considered. 

Dataset Details: 

The crop production Dataset used in this 

research has been collected from the 

publicly available records of the Indian 

Government for the year 2001 to 2019. 

Feature dataset about whether has been 

collected from Indian Meteorological 

Department Pune. The features considered 

for this study are rainfall, precipitation, 

minimum, average, and maximum 

temperature, evapotranspiration, area, and 

yield. 

 

Methodology 

The proposed work includes building a 

regression model by considering various 

weather-influencing factors for Crops and 

analyzing the performance of different 

regression models. 
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The working of proposed model includes 

the following modules as shown in figure 

1: 

 

a. Collection of data: This module collects 

data from different sources like crop yield 

data and climatic data. 

b. Data Fusion Model: This module 

performs pre-processing of data and then 

integrates it to build fusion data set for crop 

yield prediction. 

c. Feature Engineering: Recursive feature 

elimination method is used for feature 

selection. 

d. Prediction model: different types of the 

Regression model are used to predict crop 

yield. 

 

Figure 1. Regression Model for Crop 

Yield Prediction. 

 

Proposed Framework: 

In the proposed work, different types of 

Regression algorithms are implemented to 

predict crop yield. The weather parameters 

like rainfall, precipitation, minimum, 

average, and maximum temperature, area, 

etc. 

 

Algorithmic details: 

Following regression models have been 

implemented to study crop yield 

prediction and their performance. 

 

The linear regression model is used to 

determine the linear relationship 

between dependent and independent 

variables. If data consist of more than one 

independent variable is called a multiple 

linear regression model. Ridge Regression 

is a variation of the regression model 

which is used when there is a high 

correlation between the independent 

variables. The Bayesian Ridge is a 

variation of Ridge regression where 

coefficients are determined using a 

posteriori estimation under the Gaussian 

distribution. Lasso Regression performs 

regularization while selecting features and 

allows the selection of a set of features 

from the dataset to build the model. 

Principle Component Analysis generates 

principal components from the predictor 

variables, with several principal 

components matching the number of 

original features p. Support Vector 

Machine regression uses the hyperplane 
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which has the maximum number of 

points. 

b) Architecture of Proposed Model: The 

architecture of the proposed work 

is shown in figure 2. Different 

Regression models have been applied 

for the prediction of crop yield. 

 

Figure 2. The architecture of the 

proposed Regression Model 

 

a) Implementation Details: 

The steps involved in the implementation 

of the proposed model are listed below: 

Step 1: Extract data from the crop 

production data set and weather data set. 

Step 2: Integrate both data sets by 

standardizing data. 

Step 3: Perform Data pre-processing on 

integrated data like removing missing 

values, and outliers. 

Step 4: Normalize all features using the 

Min-Max normalization technique 

Step 5: Divide data in the training set and 

testing set. Step 6: Build models using 

various regression techniques. 

Step 7: Analyze the performance of the 

different models. 

 

Performance Evaluation 

After integrating crop production and 

weather data set multiple regression 

model has been implemented. The 

performance of the different models has 

been evaluated by using performance 

metrics like mean absolute error, mean 

squared error, and root mean squared 

error. 

 
Regression 

Model 

Split 

Ratio 
MAE MSE RMSE 

Multiple 

Linear 

Regression 

70:30 0.18 0.047 0.217 

80:20 0.13 0.027 0.167 

Ridge 

Regression 

70:30 0.13 0.029 0.170 

80:20 0.29 0.128 0.357 

Lasso 

Regression 

70:30 0.24 0.113 0.337 

80:20 0.34 0.225 0.474 

Bayesian 

Ridge 
Regression 

70:30 0.14 0.024 0.157 

80:20 0.14 0.031 0.176 

Elastic Net 

Regression 

70:30 0.24 0.114 0.337 

80:20 0.34 0.225 0.475 

Principle 

Component 

Analysis 
Regression 

70:30 0.15 0.065 0.256 

80:20 0.28 0.117 0.342 

Support 

Vector 

Regression 

70:30 0.25 0.084 0.290 

80:20 0.28 0.102 0.320 
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Table 1. Crop Yield Prediction 

Regression Model Result 

 

Table 1 depicts the result of different 

regression models by considering weather 

parameters. The result has been calculated 

for the 80:20 and 70:30 split ratio of the 

training and testing dataset respectively. 

It 

Ridge Regression algorithms performed 

well for Soybean crop yield prediction 

based on weather parameters as compared 

to the remaining algorithm. 

 

Feature Engineering: 

The recursive elimination method is used 

for feature extraction. Different regression 

algorithm has been implemented for n=3 

and n=4 and the performance of the model 

has been analyzed where n is several 

features. By using the recursive 

elimination method different domination 

features have been extracted. The 

performance of the different models has 

been evaluated by using different 

performance metrics. 

Regress

ion 

Model 

Feature Set MAE MSE RMSE 

Multiple AREA,HVYRF,RD 0.06 0.006 0.080 

LMIN,AREA,HVY 

RF, RD 

0.12 0.06 0.179 

Ridge AREA,HVYRF,RD 0.14 0.031 0.178 

LMIN,AREA,HVY 

RF, RD 

0.13 0.034 0.185 

Lasso AREA,HVYRF,RD 0.26 0.120 0.347 

LMIN,AREA,HVY 

RF, RD 

0.23 0.134 0.367 

Bayesian 
Ridge 

AREA,HVYRF,RD 0.06 0.006 0.079 

LMIN,AREA,HVY 

RF, RD 

0.13 0.034 0.185 

Elastic Net AREA,HVYRF,RD 0.26 0.120 0.347 

LMIN,AREA,HVY 

RF, RD 

0.23 0.134 0.367 

PCA AREA,HVYRF,RD 0.11 0.024 0.156 

LMIN,AREA,HVY 

RF, RD 

0.12 0.032 0.179 

SVM AREA,HVYRF,RD 0.16 0.046 0.214 

LMIN,AREA,HVY 

RF, RD 

0.12 0.032 0.179 

 

Table 2. Crop Yield Prediction Regression with feature engineering Model 

Result 
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After performing feature engineering, it is 

found that the performacnce of the model 

with feature set AREA, HVYRF, RD is 

better than LMIN, AREA, HVYRF, RD. 

The performance of models has been 

improved after performing feature 

engineering. 

 

Conclusion 

The proposed system takes into 

consideration weather data collected from 

the meteorological department about the 

Marathwada Region and crop production 

data of the past years and predicts crop 

yield. Feature engineering has been done 

and dominating features have been chosen 

from the integrated data. Various 

regression techniques have been applied to 

the data. After applying different 

algorithms it is found that the Bayesian 

Ridge Regression model is performing 

better as compared to the remaining 

algorithm. After performing Feature 

engineering performance of the model has 

been improved. 
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