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Abstract: 

This paper portrays the effective utilization of CCTV for traffic observing and mishap 

identification. The framework which is structured has the ability to characterize the mishap 

and can give alarms when important. Presently a days we have CCTV's on the greater part 

of the streets, yet its abilities are being underused. There likewise doesn't exist a proficient 

framework to distinguish and characterize mishap on continuous. Such huge numbers of 

death happens as a result of undetected mishap. It is hard to recognize mishaps in remote 

spots and at evenings. The proposed framework can distinguish and group mishap as major 

and minor. It can consequently caution the specialists on the off chance that it manages a 

significant mishap. Utilizing this framework the reaction time on mishap can be 

diminished by handling the visuals of CCTV. In this framework distinctive picture 

preparing and AI strategies are utilized. The dataset for preparing is extricated from the 

visuals of as of now happened mishaps. 

Mishaps for the most part happen in light of imprudent driving, liquor utilization and over 

speeding. Another fundamental driver of death because of mishaps are the deferral in 

detailing mishaps since there doesn't exist any computerized frameworks. Mishaps are 

primarily announced by general society or by traffic specialists. We can spare numerous 

lives by recognizing and revealing the mishap rapidly. In this framework live video is 

caught from the CCTV's and it is handled to recognize mishaps. In this framework utilizing 

YOLOV3 calculation is utilized for object identification.  

Presently a days traffic observing have a more noteworthy importance. CCTV's can be 

utilized to distinguish mishaps since it is available in the vast majority of the streets. It is 

just utilized for traffic checking. Ordinarily mishaps can be delegated two classes major 

and minor. The proposed framework can characterize the mishap as major or minor by 

object location and following approaches. Each mishap needn't bother with crisis support. 

Just significant mishap must be taken care of rapidly. The proposed framework catches the 

video and experience object location calculations to distinguish the various items like 

vehicles and individuals. After the discovery stage the framework will attempt to extricate 

the highlights of the vehicles.  

The highlights like length, width and centroid is extricated to group the vehicle 

appropriately. The vehicle tally is likewise distinguished, which can be utilized for traffic 

clog control 

Keywords: Video Mining, Intersection Collision, Semantic Video Mining. 
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Introduction 

Population is increasing day by day. Along 

with the increase in population number of 

vehicles are also increasing. It is known 

that the present traffic management system 

is not efficient. Millions of people die in 

road accident every year. This  is  not  only  

because  of  the  increase  in  the  number  

of vehicle. There doesn’t exist any proper 

system to detect accidents and to alert the 

authorities. The higher  response time for 

the arrival of emergency system causes 

many precious lives. Normally the road 

accidents are reported by the people near 

the accident. Many of the cases the people 

who witness the accident are not willing to 

alert the authorities and instead they are 

busy taking selfies. These types of 

negligence are causing precious lives. Also 

we have CCTV’s installed on most of the 

roads. But the CCTV’s are not used 

efficiently.  In the modern era where the 

technology is growing faster we are still 

dependent on human power for traffic 

monitoring 

Since the number of traffic authorities is 

low and the number of vehicle users is 

high it is difficult to control them. Many 

people loss their life because of 

undetected accidents. It is difficult to 

monitor vehicles all the time for humans. 

But it is easy and possible by using 

CCTV’s. The proposed system uses 

CCTV’s for traffic monitoring and 

accident detection with less human 

interventions. 

The system captures live video from 

CCTV’s and process  it to detect accident 

on real time. Surveillance camera are 

installed in most of the roads. This is 

mounted on a pole which can give clear 

vision of vehicles on the road. Present 

system uses these visuals to monitor and 

control the traffic manually. There will 

be control rooms to monitor the CCTV 

visuals. The number of traffic authorities 

is less and one person should have to 

monitor multiple CCTV visuals which is 

very difficult and not efficient. After the 

occurrence of an every minute  is very 

critical, every extra minute that it takes 

for emergency services to arrive can cost 

a life. So it is necessary to implement a 

system that can initially detect and track 

vehicle accidents automatically so that it 

can be reported to the concerned 

authorities quickly so that the emergency 

services can arrive faster to save many 

lives. The proposed system can detect 

and classify accidents on real time. 

The video which is captured by the 

surveillance camera undergo a set of 

image processing and deep learning 

techniques to create an efficient traffic 

surveillance system. Frames are detected 

from the captured video  and  

transformations  like foreground and 

background extraction are carried out to 

detect the vehicle. After vehicle detection 

features such as length, width and 

centroid are extracted for the 

classification of vehicles. The vehicles 

are classified as light, medium and heavy 

weighted vehicles. The count of the 

vehicles are also detected based on a 

reference line which can be made use for 

traffic monitoring. Using this system 

vehicle attributes such as variation in 

acceleration, change in position, 

variation in area and the variation rate of 

inclination. These attributes are vital for 

the detection and classification of 
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accidents. We are getting tremendous 

data from the surveillance camera. It is 

difficult to store these huge data for a 

long time. Hence the data obtained from 

surveillance camera must be summarized 

to efficiently store it for a long time. In 

this system after detecting accident we 

are sending alert to the authorities with a 

time stamp. The video will be 

summarized and only the part of the 

accident will be saved for future 

reference. The main merit of this system 

is that it doesn’t include any physical 

detectors which should be maintained 

periodically. No additional installments 

are required on road for the 

implementation of this system. 

Since the number of traffic authorities is 

low and the number of vehicle users is 

high it is difficult to control them. Many 

people loss their life because of 

undetected accidents. It is difficult to 

monitor vehicles all the time for humans. 

But it is easy and possible by using 

CCTV’s. The proposed system uses 

CCTV’s for traffic monitoring and 

accident detection with less human 

interventions. 

The system captures live video from 

CCTV’s and process  it to detect accident 

on real time. Surveillance camera are 

installed in most of the roads. This is 

mounted on a pole which can give clear 

vision of vehicles on the road. Present 

system uses these visuals to monitor and 

control the traffic manually. There will 

be control rooms to monitor the CCTV 

visuals. The number of traffic authorities 

is less and one person should have to 

monitor multiple CCTV visuals which is 

very difficult and not efficient. After the 

occurrence of an every minute is very 

critical, every extra minute that it takes 

for emergency services to arrive can cost 

a life. So it is necessary to implement a 

system that can initially detect and track 

vehicle accidents automatically so that it 

can be reported to the concerned 

authorities quickly so that the emergency 

services can arrive faster to save many 

lives. The proposed system can detect 

and classify accidents on realtime. 

The video which is captured by the 

surveillance camera undergo a set of 

image processing and deep learning 

techniques to create an efficient traffic 

surveillance system. Frames are detected 

from the captured video  and  

transformations  like foreground and 

background extraction are carried out to 

detect the vehicle. After vehicle detection 

features such as length, width and 

centroid are extracted for the 

classification of vehicles. The vehicles 

are classified as light, medium and heavy 

weighted vehicles. The count of the 

vehicles are also detected based on a 

reference line which can be made use for 

traffic monitoring. Using this system 

vehicle attributes such as variation in 

acceleration, change in position, 

variation in area and the variation rate of 

inclination. These attributes are vital for 

the detection and classification of 

accidents. We are getting tremendous 

data from the surveillance camera. It is 

difficult to store these huge data for a 

long time. Hence the data obtained from 

surveillance camera must be summarized 

to efficiently store it for a long time. In 

this system after detecting accident we 

are sending alert to the authorities with a 

time stamp. The video will be 

summarized and only the part of the 
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accident will be saved for future 

reference. The main merit of this system 

is that it doesn’t include any physical 

detectors which should be maintained 

periodically. No additional installments 

are required on road for the 

implementation of this system.  

 

      Fig. 1. Phases of accident 

detection and alert 

 

Fig. 2. YOLOV3 layers (Darknet 

53) 

A. Object Detection and Tracking 

In order to track the object from the 

video and extract features from the same, 

we have  to  detect  the  object  in  each 

frame of the video and its location in the 

subsequent frames should be tracked. 

The bounding box is usually drawn if 

required around this object detected. It 

helps the user to visualize the object 

tracking on the screen and could identify 

if the object tracking mechanism 

identifies the object correctly and marks 

the same. The features like speed, 

acceleration of the vehicle could be 

identified with the same. 

There are many object detection 

algorithms based on ma- chine learning 

as well as deep learning. Machine 

learning based algorithms are usually 

based on SVM (Support Vector 

Machines) and deep learning performs 

much faster when compared to machine 

learning models. Convolution Neural 

networks (CNN) under the deep learning 

models to detect objects performs faster 

than the other object detection 

algorithms. In this project, we propose 

YOLO V3 CNN based on  darknet. It 

does object detection in real time. When 

comparing the performance with other 

object detection algorithm it stood high 

in the case of speed but only an average 

in the case of accuracy. Instance 

segmentation performs better than YOLO 

V3 in terms of accuracy but is slower 

with average hardware availability. As 

the high end hardware are still not 

technically viable for implementing 

along the existing systems, we stick on to 

YOLOV3 for object detection. YOLO is 

a combination of object locator as well as 

object recognizer. First the object from 

the given images are located and then the 

objects located are recognized to 
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determine what object is the same and 

will group into a class of objects or will 

be left unidentified. YOLO first divides 

an image into 13 x 13 small images. The 

size of these 169 cells will depend on the 

size of the input given to the YOLO 

model. Each of these divided cells are 

responsible for the recognizing of the 

objects correctly. Each of these divided 

box will predict a confidence value for 

certain object. Combining these 

confidence values together and grouping 

the boxes back will identify the object 

and will mark a bounding box based on 

the coordinates predicted along with an 

overall confidence value for the predicted 

object under a class. The technique 

followed  here is non-maximum 

supression 

Steps Involved in Training the YOLO V3 

model Labeling of dataset (images) Train 

Test file generation Anchor generation 

Train model to obtain weight 

1) Labeling of dataset: The dataset is a 

collection of images of the vehicles as 

well as accidents, damaged vehicles etc. 

Each of the images have to be labeled 

under the different class we have created. 

The labeling is done using a labeling 

program written in python. We have to 

mark the bounding box on the objects 

correctly under the correct class. The 

number  of images under each class 

should be at least 1000, more the number 

of labeled images given as input more 

the accuracy. After generating the 

images, the python program will create a 

file for each images which will contain 

the bounding box of the objects under 

different classes. These files along with 

the images will be used in the upcoming 

steps. The files could 

be in XML PASCAL format or may 

be in normal text file.  YOLO V3 

support both the file types and 

processing could be done based on 

any of the two file types. 

   

 

   Fig. 3.labelling  of vehicles 

 

Fig. 4.labelling of accident 

 

2) Train Test Split: The labeled 

data should be split into training and 

testing sets. Training set is used to 

train the model and testing set will 

be used to check the accuracy of the 

model that we have trained. The 

testing and training split value could 

be in any way. In out case we set 80 

percent as the training data and the 

rest 20 percent as the testing dataset. 

This will  create two folders with 

each type of images along with its 

corresponding label text or Pascal 

file in the folders. 
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3) Anchor generation: Anchor 

generation is done based on the 

clustering of all the width and height 

of the input images that we have 

given and it will cluster all the 

images into a certain width and 

height ratio. Thus instead of 

predicting wide range of width and 

height ratio YOLOV3 will limit the 

object detection to the clustered 

classes of width height ratio. The 

labeled images along with the 

labeled data files are given asinput in 

this step and the output will be 2 

aggregated final values. These 

values will be used in the training 

phase. 

 

 

Fig. 5.training of dataset 

4)  

5) Training Model :The configuration 

file is changed with the anchor, filters 

and class. The number of class is known 

already. Filters is calculated from an 

equation and the anchor values are 

already obtained in the above step. After 

editing the configuration file the dataset 

is ready for training. We train our model 

using google colab using the GPU of the 

specifications 1xTesla K80 , compute 

3.7, having 2496 CUDA cores , 12GB 

GDDR5 VRAM. After training of the 

model the output is a weight file. We will 

use this weight file generated in the 

upcoming steps inorder to perform object 

detection. 

The initial weight generation training 

phase will consume time. It may last for 

hours but once the final weight is trained 

the object detection could be done in real 

time. The live  stream videos of 30 fps 

(frames per second) could be given    as 

input and the same could be processed in 

real-time and  the objects could be 

detected. The bounding box prediction is 

the prediction of the center and the x and 

y values which    will generate the same.  

The  object  is  tracked  in  each  of  the 

frames one after the other. This is done 

by tracking the centroid of the object 

detected and marking the movement of 

the centroid of the objects. Using this 

technique the path of the movement of 

the object could be easily detected. The 

speed also could be easily calculated 

from the distance travelled by the 

centroid of the object and the time taken 

for the same. Thus various parameters 

could be obtained from the same. 

YOLOV3 convolutional neural network 

is thus a combination of the object 

locator and classifier. 

YOLOV3 will predict the objects faster 

than SSD but SSD stands a bit higher in 

terms of accuracy. When comparing with 

other algorithms YOLOV3 will rank 

higher in terms of speed. A comparison 

between the performance of different 

algorithms on the COCO dataset is 

shown in the below figure. 

YOLOV3 Could identify the objects, 

classify the same and could give their 

moving coordinates also if they do but if 

two objects of the same class comes into 
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the frame YOLOV3 face issues in 

tracking the same. In our case, we need 

to identify each vehicles uniquely and its 

parameters have to extracted 

 
     Table 1: Accuracy Based 

Comparison Of Algorithms On 

The COCO Dataset 

 

 

Fig. 6. Algorithm performance 

comparison on the COCO dataset 

 

and stored. We cannot attain this 

from the direct output of the 

YOLOV3, thus we need to track the 

objects uniquely and an ID is to be 

given for the same. 

In the case of vehicle on the road, 

thousands of vehicle passes under 

the same surveillance camera. These 

same vehicles might pass though 

many other cameras. Thus in order 

to provide a unique ID for the same, 

its better to give a camera ID, Class 

ID and time stamp for creating a 

unique ID. The final ID will look 

similar to Eg: CAM23 Car3 

13:16:17:10 03:04:2020 , thus with 

the help of the camera ID the 

location of the camera could be 

identified, The vehicle if more than  

one enters to the frame each vehicle 

under the same class  will be 

numbered. The time stamp will 

contain the time in 24 hour format 

and the date of the tracked object. 

Thus we could uniquely identify the 

vehicles. If we need to track the 

same vehicles under different traffic 

surveillance videos the same could 

be done by aggregating the values 

together and finally attaining to a 

result. Thus after tracking the 

objects uniquely now we have to 

extract features from the same. 

B. Feature Extraction Module 

In feature extraction module the 

required feature are extracted from 

the set of features. The informations 

such as overlapping between 

vehicles, stopping, velocity, 

differential motion vector of 

vehicles, and direction of each 

vehicle are mainly considered. if 

more than one vehicle are detected 

in      a frame, we cannot consider 

single object features.  In this case 

each pair of objects are considered 

and above mentioned factors are 

examined and calculate the 

probability of accidents. 

1) The basic information of object: 

Initially all the basic informations about 

the vehicle which is our object has to be 

extracted. These are obtained when 

tracking using YOLO V3 model and also 

by comparing the current frame and 
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previous frame. The information obtained 

includes  object  ids,  left,  top 

coordinates, right, bottom coordinates, 

and center(x, y) coordinates. 

2) The overlap of objects: In accident 

detection the overlap- ping feature is 

important. This can be obtained by 

comparing the left, right, top, and bottom 

coordinates of objects. If the left and 

right coordinates of a vehicle is in 

between the left  or right of the other 

vehicle, then they are overlapped. 

3) The stop of objects: The vehicles 

usually stop after an accident. So 

stopping of vehicles can be considered as 

a factor. This feature can be estimated by 

comparing the difference between current 

coordinates and previous coordinates. 

4) Velocity :The variation in velocity 

before and after the occurrence of 

accidents can be used. The average speed 

of a vehicle at general intersection is 60 

90km/h. Based on this we classify the 

velocity into three states such as fast, 

normal, and slow. 

5) Direction: The direction between 

vehicles before and after helps to classify 

the collisions into broadside collision, 

ahead-on collision, and a rear-end 

collision. This is calculated by finding 

the difference of center of the vehicle 

detected before and after the collision. 

6) Differential motion vector :This 

facility helps in identifying the risks at 

the crossroads. Speed and direction of 

vehicle are identified before and after 

accidents.  This  is because  both speed 

and direction change due to external 

force during accidents. The trio of 

features have three  discrete values,  such 

as up-down, up and rest, which represent 

the difference velocity vectors between 

past and present time. Upstate means 

differential motion vectors compared to 

the previous period. An up-down state 

means reducing the differential motion 

vectors after the upstate and the rest 

state. Fig. 7 compares the contrast speed 

and hazard of the two objects. The 

differential motion vector and the crash 

express  the  dotted  line  and  line, 

respectively. Spontaneous upward 

movement means the variation and risk 

of a moving vector. We can examine the 

differential speed vector before and after 

the crash. This feature was chosen as the 

most important. 

C. Accident classification module 

Considering the various parameters 

obtained from feature extraction, like 

change in velocities, change in direction, 

change in coordinates etc. before and 

after accidents, the analysis has been 

carried out to evaluate the plausibility of 

collected data. Based on these data 

collected, cross examination is done by 

the following methods: 

 
 

               Fig. 7. Differential motion vector 

1) Conservation of Momentum: 

For all impacts where the road or the 

wheel forces can be considered as 

negligible, the variation of 

momentum for a vehicle is equal but 
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opposite to that of other vehicle. 

Hence the primary check can be 

done  for momentum relationship. 

The change in momentum can be 

calculated and checked whether it 

cross the threshold value. 

Hereweconsiderthresholdas10km/h. 

2) Velocity Triangles: If the law of 

momentum conservation is satisfied, 

a subsequent check on data can be 

made considering the velocity 

triangles. The vector sum of initial  

velocity and change in velocity must 

be equal to the post- impact velocity. 

3) Energy Loss: After both the 

Conservation of Momentum check 

and Velocity Triangles checks are 

done, law of energy conservation or 

by the related expression with 

Energy Equivalent Speed Equations. 

 

D. Alert System 

When all the modules are 

working, there is an active 

relationship between them. The 

accident detection module is 

connected to the server and the 

server is connected to the hospital. 

The feature extraction module 

monitors for sudden changes in the 

position of the vehicle. When there 

is a sudden change in the parameters 

such as direction, velocity and 

momentum of vehicle the accident 

detection module thinks the crash 

has occurred and a warning is 

generated in the graphical user 

interface. A warning message will 

be sent to notify the server about the 

hospital. The message provides the 

user to cancel the notification. If the 

user regains consciousness at any 

time, he will be able to inform the 

hospital about it. To  avoid 

unnecessary overhead  of uniform 

and emergency services when 

conditions are not required. The user 

has 3 options, the user can cancel the 

message if the alert is present and 

the risk is not very severe, or if 

present. The user is alert, but still 

wants to notify the server, the 

message will be sent if the user does 

not cancel the message. If the user is 

alert and wants to cancel the 

notification to the user, buffer time 

is given to the server to cancel the 

notification. The buffer time 

depends on the user’s choice. If the 

user does not cancel the notification 

on the server, the user’s location, 

coordinates and timestamp during 

the crash    is sent to the server. The 

server accepts these coordinates, 

assuming the user is unconscious. 

The server can be in any remote 

location and provide the appropriate 

service. It must  be available at all 

times. Since the amount of data sent 

and received at any given time is 

very small, no additional costs 

should be applied to ensure 

availability at all times. The server 

contains a database of all hospital IP 

addresses. Under the operation of 

the system and mechanism to 

identify the nearest hospital based 

on the coordinates obtained. After 

identifying the nearest hospital, the 

server notifies the hospital about the 

user’s coordinates (location). 

The Hospital receives a notification 

from the server about the user’s location. 
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The hospital uses a graphical user 

interface to display the user’s location 

coordinates. Hospital operator can easily 

map coordinates on a map. This way the 

victim   can provide medical emergency 

services in a short time. This can reduce 

time and mortal ityrate. 

Experimental Evaluation 

We  propose a model that detects 

accidents from the video footages and 

inform the authorities about the accident. 

Here we are extracting the accident 

images from the cctv  footages. The 

extraction of images comes under the 

field of computer vision along with 

image processing. Mainly object 

detection  is used to focus an object 

based on its size, coordinates and 

categorize them to varuious fields. By 

object detection we can get two 

dimensional images which will proivde 

us moredetails about space, size, 

orientation etc. 

For object detection we can use CNN, 

R-CNN, Fast R- CNN, YOLO and SSD. 

Early days we use CNN for object 

detection like face identification, voice 

identification, etc.CNN is a convolutional 

neural network which is under the 

category of feed forward network. It can 

extract certain characteristics or features 

from an image. There are three layers in 

CNN they are convolution layer, pooling 

layer and fully connected layer. 

Convolution layers function is to focus 

on input requirements. Pooling layer is in 

between the convolution layer and it is  

used to increase the effectiveness of 

feature extraction. Fully connected layers 

represent the output layer in a 

convolution neural network. 

R-CNN consist of three modules, one 

module is dependent on categorical 

production. Second module is concerned 

with extraction feature. And the last 

module is SVM (SupportVector 

Machine). 

Fast R-CNN is a network where whole 

image can be taken as input. Here a 

convolution feature map is created which 

consist of full image with different 

convolution layers. The regional 

detection proposals inputting is different 

in R-CNN and Fast R-CNN. In R-CNN 

proposals are inputted as pixels and in 

Fast R-CNN it is inputted as feature 

maps. 

Faster R-CNN is a network were object 

detection is faster. Region proposal 

problems solution is found out by this net 

work. Compared to all models its 

computation speed is very less. So the 

image resolution is less that the input 

original image. 

YOLO-You  Only Look Once is 

another object detection.  In an 

image what are the objects and 

where the images are present can be 

detected by only one look at the 

image. Instead of classification 

YOLO uses regression. And it can 

separate the bounding boxes and 

class probabilities for every part in 

an image. Within a single analysis it 

can predict the bounding boxes with 

class probabilities, only a single 

network is used for this processes. A 

single CNN can predict multiple 

bounded boxes and also weights are 

given for these bounding boxes. 

YOLOv3 is different as it is using 

logistic regression to  find the object 

within bounding boxes. If the 
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ground truth     is overlapped with 

the bounding box which is greater 

than   any other bounding box then 

object score must be one. I f a 

bounding box overlaps the ground 

truth by a threshold which is not best 

that type of predictions can be 

disregarded. 

A. CNN vs YOLO  Both Faster R-CNN 

and YOLO consider its core as 

Convolutional Neural Network. YOLO 

partition the image before using CNN for 

processing image whereas RCNN keep 

whole image as such and only division of 

proposals take place later. In YOLO the 

image is partitioned into grids. 

 
 

Table given above contains the 

comparison of speed and 

performance of detectors. Fast 

YOLO is fastest but YOLO have 

highest precision compared to Fast 

YOLO. So it is used for detection of 

objects. Fast YOLO is the fastest 

detector      it is two times precise as 

any other detectors within 52.7 

percent map. YOLO can increase its 

map to 66.4 percent in its real time 

performance. When we consider the 

accuracy Faster- RCNN is the most 

suitable algorithm. Super Fast 

YOLO can be chosen if accuracy is 

not given much importance. When  

we consider the error formation 

YOLO is having most of the 

localization errors. While Fast R-

CNN have much background errors 

and only limited no of localization 

errors. 

Thus we choose YOLO as the best 

object detection algorithm for 

detecting accidents and  classifing it 

into major and minor accidents. 

Conclusions and FutureWork 

This paper is all about video 

extraction based accident detection 

from road traffic surveillance 

videos. We are ex- tracting the 

image of accidents from crash 

videos and thus detect it as an 

accident. For this detection we use 

YOLOv3 neural network which is 

more precise than any other neural 

network. The detected accidents are 

reported to the authorities to reduce the 

human interventions and to get 

immediate care for the human lives. Thus 

it is tested for various stages of  road 

accidents. It is also tested for different 

types of collisions with different type of 

vehicles. The results shows that this is    a 

precise model for detecting accidents for 

traffic surveillance and alerting the 

authorities. 

As a future work we can include the 

classification of the detected accidents 

into major and minor accidents. Thus 

major accidents can be reported to the 

nearby hospitals and minor accidents to 

the relatives. And also an extension to 

the current project the road events can 

also be detected and any road traffic 

violations can be found out. 
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