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ABSTRACT: 

Optimized butterflies used to calculate the complex terms, Power reduction in FFT 

architecture. In this paper we exploit different addition schemes in order to improve the 

efficiency of 16 bit width radix-2 and radix-4 FFT butterflies. Combinations of simultaneous 

addition of three and seven operands are inserted in the structures of the butterflies in order to 

produce power efficient structures. It involves additions schemes like Carry Save Adder 

(CSA), adder compressors. The radix-2, radix-4 butterflies are implemented in HDL, 

Synthesized 45 nm Nan gate Using Cadence RTL Complier. The main results show that both 

radix-2 and radix-4 butterflies, with CSA, are more efficient when compared with the same 

structures with other adder circuits.  

Keywords: CSA, Radix-2, Radix-4, FFT architecture, Area, Efficiency, RTL complier. 

 

1. INTRODUCTION 
 

A fast   Fourier   transform  (FFT )   is   an   

algorithm    that  samples  a  signal  over  a  

period  of  time  (or   space)    and    divides    

it   into   its  frequency components.  These    

components are single    sinusoidal 

oscillations  at   distinct   frequencies    each 

with their own amplitude and phase.  An  

FFT  algorithm  computes the  discrete      

Fourier  transform  (DFT)  of  a  sequence,  

or  its  inverse (IFFT).  Fourier analysis   

converts a signal from its original     domain     

to  a  representation in the frequency   

domain and   viceversa.   An   FFT    rapidly    

computes such transformations by     

factorizing the DFT     matrix      into     a      

 

product of sparse (mostly   zero)   factors.   

As   a   result,   it    manages to reduce the 

complexity of computing the DFT from O 

(n 2) to O(n log n), n is data size. The 

discrete Fourier transform finds limitless 

applications in many areas of signal 

processing. In the era of fast computing it 

has become increasingly important to 

enhance the existing FFT algorithms to 

meet the ever increasing applications in the 

field of digital signal processing. DFTs have 

also been extensively used in multi-carrier 

transmission systems like orthogonal 

frequency domain multiplexing as FFT 

processors. In multi-carrier modulation, 
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such as OFDM and discrete multitone 

(DMT), data symbols are transmitted in 

parallel on multiple sub-carriers. Multi-

carrier modulation-based transceivers 

involve real-time DFT computations. FFT 

based channel estimation method is derived 

from the maximum likelihood criterion, 

which is originally proposed for OFDM 

systems with pilot preambles. In order to 

save bandwidth and improve system 

performance, decision-feedback (DF) data 

symbols are usually exploited to track 

channel variations in subsequent OFDM 

data symbols, and this method is called DF 

DFT-based channel estimation [8]. DFT is 

extensively used in sonar and radar systems. 

These systems use millions of 

multiplications per second. Seismic 

processing requires extensive processing of 

seismic data [9]. Computerized tomography 

is widely used to synthetically form images 

of internal organs of the human body 

wherein massive amounts of signal 

processing are required. Remote sensing is 

another field employing huge amount of 

processing. Satellite photographs can be 

processed digitally to merge several images 

or enhance features or combine information 

received on different wavelengths. 

The criteria that need to be considered when 

choosing between alternate FFT algorithm 

implementations in an FPGA are execution 

speed, programming effort, hardware design 

effort, system cost, flexibility and precision. 

However, for systems for real time signal 

processing system the primary criteria is 

latency. There are different FFT algorithms 

which have been developed to reduce the 

number of computations. Different special 

purpose architectures have been developed 

for these FFT algorithms to reduce the 

execution speed, thereby increasing 

throughput and reducing latency. There are 

other factors which also cause latency to 

reduce like the use of MMSE MIMO 

detector shortens processing latency. As 

discussed in the first chapter, in the last 

three to four decades several FFT 

architectures, namely  

(i) single-memory architecture  

(ii) dual-memory architecture  

(iii)Cached memory architecture  

(iv) array architecture  

(v) Pipelined architecture  

(vi) Parallel architecture has been used. 

2. RELATED STUDY 

Most of the low power implementations of 

FFT from the literature try to optimize the 

entire architecture by using techniques such 

as pipelining, reusing the butterflies in 

sequential and semi-parallel architectures, 

or even reordering the twiddle factors such 

as in fig. However, neither mentioned work 

proposed to reduce the number of 

multipliers in the butterfly operator from the 

FFT architecture. The reduction of the 

number of multipliers in the radix-2 

butterfly was presented, where only two 

multipliers are used in the butterfly. 

However, the butterfly was operated at two 

clock cycles, i.e., the multiplier was reused 

for the butterfly calculation. In the radix-2 

and radix-4 butterflies operate at one clock 

cycle, but they do not exploit different 

addition scheme in order to improve the 

power efficiency of the butterflies, as in this 

work. 

The FFT X (k) of a signal x (n) can be 

computed using (1), where WN is named 

twiddle factor, i is the imaginary component 

and N is the number of points of the FFT. 

The FFT has a hierarchical computation and 
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the butterfly plays a central role in this 

computation. In this work, radix-2 and 

radix-4 butterflies are exploited. 

 
Fig.2.1. 5-2 and 4-2 adder compressors. 

 
Fig.2.2. 3-2 and 4-2 adder compressors. 

Radix-2 Butterfly: 

For the DIT radix-2 FFT algorithm, the 

butterfly allows the calculation of complex 

terms according to Fig. 1. The butterfly is 

composed of addition, subtraction and 

multiplication of complex numbers. In this 

work, different addition schemes are used in 

order to improve the implementation of this 

structure. 

 
Fig.2.3. Structure of DIT radix-4 

butterfly. 

The best results for the addition of three 

operands, in terms of number of cells and 

cell area, is the structure named 3- 

2/RCA_3-2, and the best results for power 

is the structure named CSA_FA/RCA_3-2. 

In fact, although the CSA structure presents 

more area, and consequently more leakage 

power, the aspect of presenting less 

dynamic power contributes for the slightly 

reduction in total power in this structure. 

From now, we will be using in the radix-2 

butterfly, the CSA_FA/RCA_3-2 instance.  

Table III shows the synthesis results of the 

16-bit width addition of seven operands, 

where five structures were used with 7-2 

adder compressor: 1- with the structure of, 

and shown in Fig. 5(a) (named 7-2_); 2- 

with one 5-2 and one 4-2 adder compressor 

(named 7-2_5-2,4-2); 3- with two 4-2 and 

one 3-2 adder compressor (named 7-2_4-

2,3-2); 4- with CSA using 3-2 adder 

compressors (named 7-2_CSA_3-2), and 

finally 5- with CSA using FA (named 7-

2_CSA_FA). For all structures, the delay 

was set to 1100ps.  

According to this structure, seven operands 

can be simultaneously added after the 

multipliers. This observation resulted in the 

structure with 7-2 adder compressors 

presented in Fig. We used the architecture 

named 7-2_CSA_FA that demonstrated the 

lowest power value in the analysis of the 

previous section. 
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3.  OVERVIEW OF PROPOSED  

SYSTEM 

To  implement  an  N -bit  CSA,  or  an  N -

bit  adder   compressor,  we  have  to  use  a  

recombination  of  partial Carry and Sum 

terms. This recombination  is  made  from  a  

cascade  of  half  and  full -adders  circuits 

in a RCA form. The line of recombination is  

a  bottleneck  in  the  compressor  

performance,   since  the  partial  carries  

produced   by  the  actual  block are 

propagated to the next blocks.  For  the  

RCA  recombination  line,  four  structures   

were  used:  1 -  RCA  composed  of  Half  

Adder  (HA) and Full Adder (FA), 2 -  RCA 

composed of HA and  3-2  adder  

compressor,  3 -  RCA  based  on  Carry 

Look  Ahead  adder,  and  finally  4 -  RCA  

based  on   Kogge -Stone adder. 

Radix-2   Butterfly   Using   the   Addition   

of   Three Operands: 

The structure presented in Fig corresponds 

to the optimized structure.   By   observing   

this optimized structure, was possible to 

note that three   operands   can   be   

simultaneously   added after the multipliers, 

what leads to the structure of      Fig. This      

structure, named CSA_FA/RCA_3- 2. 

 

Fig.3.1. Radix 2 butterfly structure with 

four multipliers. 

 
Fig.3.2. CSA_FA/RCA_3-2. 

Radix-4 Butterflies Using the Addition of   

Seven Operands: 

The   radix -4 butterfly is   shown   in   Fig. 

According  to  this  structure,  seven  

operands  can   be  simultaneously  added  

after  the  multipliers.  This observation 

resulted in the structure with 3- 2 adder 

compressors presented in Fig.  We   used 

the architecture named 3 -2_CSA_FA. 

 

Fig.3.3. Radix-4 butterfly structure. 

Optimized Radix 4 

 

Radix2 using 3_2 compressor: 
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Optimized radix 2 

 

 

4. CONCLUSION 

This paper presented different addition 

schemes for radix-2 and radix-4 butterflies. 

The main results showed that the best adder 

scheme for the recombination line of CSA 

and adder compressors are that uses 

internally HA and 3-2 adder compressor. 

This efficient recombination line was used 

in the CSA and adder compressors for three 

and seven operands additions. As could be 

presented, the radix-2 and radix-4 butterflies 

from the literature were improved by using 

a CSA with FA, and one line of pipeline. 

These results prove the efficiency of the 

CSA for both butterflies. 
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