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ABSTRACT: 

Data-driven clock gated (DDCG) and multi bit flip-flops (MBFFs) are two low-power design 

techniques that are usually treated separately. Combining these techniques into a single grouping 

algorithm and design flow enables further power savings. We study MBFF multiplicity and its 

synergy with FF data-to-clock toggling probabilities. A probabilistic model is implemented to 

maximize the expected energy savings by grouping FFs in increasing order of their data-to-clock 

toggling probabilities. We present a front-end design flow, guided by physical layout 

considerations for a 65-nm 32-bit MIPS and a 28-nm industrial network processor. It is shown to 

achieve the power savings of 23% and 17%, respectively, compared with designs with ordinary 

FFs. About half of the savings was due to integrating the DDCG into the MBFFs. The proposed 

architecture of this paper analysis the logic size, area and power consumption using Tanner tool. 

INTRODUCTION: 

recently published paper has emphasized the 

usage of Multi-Bit Flip-Flops (MBFFs) as a 

design technique delivering considerable 

power reduction of digital systems [1]. The 

data of digital systems is usually stored in 

Flip-Flops (FFs), each having its own 

internal clock driver. Shown in Fig. 1a, an 

edge-triggered 1-bit FF contains two 

cascaded master and slave latches, driven by 

opposite clocks CLK and CLK.It is shown 

in that most of the FF’s energy is consumed 

by its internal clock drivers, which are 

significant contributors to the total power 

consumption.In an attempt to reduce the 

clock power, several FFs can be grouped in 

a module such that common clock drivers  

 

are shared for all the FFs. Two 1-bit FFs 

grouped into 2-bit MBFF, called also dual-

bit FF [1], is shown in Fig. 1a. In a similar 

manner, grouping of FFs in 4-bit and 8-bit 

MBFFs are possible too. We subsequently 

denote a k -bit MBFF by k -MBFF. MBFF 

is not only reducing the gate 

capacitancedriven by a clock tree. The 

wiring capacitive load is also reduced 

because only a single clock wire is required 

for multiple FFs. It also reduces the depth 

and the buffer sizes of the clock tree and 

also the number of sub-trees. Beyond clock 

power savingsthose features also reduce the 

silicon area.Most distributed deals with 

MBFF have concentrated on physical 
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execution, driven basically by the 

postplacement format [4], [5], [7], [8], [13], 

[16]. In these works, FF exercises have a 

tendency to be overlooked. Each FF is 

related with time edges got from the design 

including 1-bit FFs. The wires associated 

with the information and yield of a FF are 

secured on their contrary side to whatever is 

left of the rationale, though the position of 

the FF is permitted to move around without 

abusing timing. This characterizes the 

district in the design where the FF can be 

dislodged and converged into the MBFF. 

The 2-MBFF combining is defined as an 

advancement issue that goes for boosting the 

quantity of blended FFs.Other works [9]–
[11] have introduced clock-tree layout 

considerations as well. To further save 

power, [6] introduced CG, but the 

relationship among the CG strategy, the FF 

activities, and their grouping was not 

conclusive. Wang et al. [12] described 

another postplacement algorithm that 

accounted implicitly for switching data to 

estimate the expected power. Although [6] 

and [12] used switching data as a secondary 

criterion in postplacement FF grouping, our 

strategy is to use it as a primary clustering 

criterion, and do so at the preplacement RTL 

level. 

EXISTING SYSTEM: 

Clock gating: 

Several techniques to reduce the dynamic 

power have been developed, of which clock 

gating is predominant. Ordinarily, when a 

logic unit is clock, its underlying sequential 

elements receive the clock signal regardless 

of whether or not they will toggle in the next 

cycle. Clock enabling signals are usually 

introduced by designers during the system 

and clock design phases, where the inter-

dependencies of the various functions are 

well understood. In contrast, it is very 

difficult to define such signals in thegate 

level, especially in control logic, since the 

inter-dependencies among the states of 

various flipflops depend on automatically 

synthesized logic. There is a big gap 

between block disabling that is driven from 

the HDL definitions, and what can be 

achieved with data knowledge regarding the 

flip-flops activities and how they are 

correlated with each other. The research 

presents an approach to maximize clock 

disabling at the gate level, where the clock 

signal driving a flip-flop is disabled (gated) 

when the flip-flop states is not subject to a 

change in the next clock cycle.Figure.1b 

shows enabling of the clock signal. On the 

other hand, such grouping may lower the 

disabling effectiveness, since the clock will 

disabled only when the inputs to all the flip-

flops in a group don’t change. It is, therefore 

beneficial to group flip-flops whose 

switching activities are highly correlated in 

derive a joined enabling signal. 

The data of digital systems are usually 

stored in flip-flops (FFs),each of which has 

its own internal clock driver. In an attempt 

to reduce the clock power, several FFs can 

be grouped into a module called a multi bit 

FF (MBFF) that houses the clock drivers of 

all the underlying FFs. We denote the 

grouping of kFFs into an MBFF by a k-

MBFF. Kapoor et al. reported a 15% 

reduction of the total dynamic power in a 

90-nm processor design. Electronic design 

automation tools, such as Cadence Liberate, 
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support MBFF characterization. The 

benefits of MBFFs do not come for free. By 

sharing common drivers, the clock slew rate 

is degraded, thus causing a larger short-

circuit current and a longer clock-to-Q 

propagation delay tp CQ. 

 
Figure : Enabling Clock signal 

In a try to reduce the clock electricity, 

numerous FFs may be grouped in a module 

such that commonplace clock drivers are 

shared for all of the FFs. Two 1-bit FFs 

grouped into 2-bit MBFF, called 

additionally twin-bit FF [1], is proven in 

Fig. 1. In a similar way, grouping of FFs in 

4-bit and eight-bit MBFFs are possible too. 

We in the end denote a ok -bit MBFF by 

means of k -MBFF. MBFF is not handiest 

lowering the gate capacitance pushed by 

means of a clock tree. The wiring capacitive 

load is likewise decreased because handiest 

a unmarried clock twine is required for more 

than one FFs. It additionally reduces the 

depth and the buffer sizes of the clock tree 

and also the number of sub-timber. Beyond 

clock energy financial savings the ones 

functions also lessen the silicon location. 

 

To remedy this, the MBFF internal drivers 

can be strengthened at the cost of some extra 

power. It is therefore recommended to apply 

the MBFF at the RTL design level to avoid 

the timing closure hurdles caused by the 

introduction of the MBFF at the backend 

design stage. Due to the fact that the average 

data-to-clock toggling ratio of FFsis very 

small, which usually ranges from 0.01 to 

0.1, the clock power savings always 

outweigh the short-circuit power penalty of 

the data toggling. An MBFF grouping 

should be driven by logical, structural, and 

FF activity considerations. While FFs 

grouping at the layout level have been 

studied thoroughly, the front-end 

implications of MBFF group size and how it 

affects clock gating (CG) has attracted little 

attention. This brief responds to two 

questions. The first is what the optimal bit 

multiplicity k of data-driven clock-gated 

(DDCG) MBFFs should be. The second is 

how to maximize the power savings based 

on data-to-clock toggling ratio (also termed 

activity and data toggling probability). 

PROPOSED SYSTEM: 

Clearly, the best grouping of FFs that 

minimizes the energy consumption can be 

achieved for FFs whose toggling is highly 

correlated. Using toggling correlations for 

MBFF grouping has the drawback of 

requiring early knowledge of the value 

change dump vectors of a typical workload. 

Such data may not exist in the early design 

stage. More commonly available 

information is the average toggling bulk 

probability of each FF in the design, which 

can be estimated from earlier designs or the 

functional knowledge of modules. FFs’ 
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toggling probabilities are usually different 

from each other. An important question is 

therefore how they affect their grouping. We 

show below that data-to-clock toggling 

probabilities matter and should be 

considered for energy minimization. 

 
 Capturing everything in a design flow: 

In the following paragraphs, we combine the 

activity p and the MBFF multiplicity k in a 

design flow aimed at minimizing the 

expected wasted energy. Fig. 2(a)–(c) 

illustrates that the power savings of the 2-

MBFF, 4-MBFF, and 8-MBFF, respectively, 

are used. Knowing the activity p of an FF, 

the decision as to which MBFF size kit best 

fits follows the interim lines, lines (d). To 

obtain the per-bitpower consumption, lines 

(d) in Fig. 2(a)–(c), representing an MBFF 

realistic operation, were divided by their 

respective multiplicity. The result is shown 

in Fig. 3. 

Figure 2: Power consumption ofk1-bit FFs 

compared to k-MBFF: 2-MBFF (a), 4-

MBFF (b) and 8-MBFF (c). Line (a) is the 

power consumed byk1-bit FFs driven 

independently of each other. Line (b) is the 

ideal case of simultaneous (identical) 

toggling. Line (c) is the worst case of 

exclusive (disjoint) toggling. Line (d) is an 

example of realistic toggling. 

To maximize the power savings, Fig. 3 

divides the range of FF activity into regions. 

The black line follows the power consumed 

by a 1-bit un gated FF. The triangular areas 

bounded by the black line and each of the 

green, blue, and red per-bit lines show the 

amount of power savings per activity 

obtained by grouping an FF in the2-MBFF, 

4-MBFF, and 8-MBFF, respectively. It 

shows that for a very low activity, it pays to 

group FFs into an 8-MBFF. As activity 

increases, there will be some point where the 

4-MBFF over takes and pays off more than 

the 8-MBFF. At some higher activity, the2-

MBFF overtakes and pays off more than the 

4-MBFF, up to an activity where the power 

savings stops. The remaining FFs can be 

grouped into un gated MBFFs, simply to 

reduce the number of internal. 

A few practical comments are in order. The 

grouping should not cross clock domains. 

The clock enable signals introduced by the 

RTL synthesis and manually by designers 

are untouched. Groupings should also 
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consider logical relations and practical 

layout concerns. One example is the pipeline 

registers of a microprocessor, which are 

natural candidates for MBFF 

implementation (see Section V). It is 

expected that the place and route tool will 

locate bits belonging tothe same register 

close to each other, whereas FF clusters of 

registers belonging to distinct pipeline 

stages will be placed away from each other. 

FFs belonging to different pipeline registers 

should therefore not be mixed in an MBFF. 

Similar arguments hold for other system 

buses and registers such as those storing 

data, addresses, counters, statuses, and the 

like. Another example is the FFs of finite-

state machines, whose MBFF grouping 

should not cross control logic borders. 

Finally, the aforementioned post-placement 

MBFF clustering mustconsider the timing 

constraints, which are built into their 

algorithms. By contrast, the MBFF grouping 

algorithm does not require explicit timing 

constraints since it works at the RTL design 

level. In order to bridge the gap between the 

RTL grouping and the grouping driven by 

backend timing-closure considerations, we 

suggested appropriate DDCG design flow. 

The main idea involves providing “natural” 

physical layout directives for FF grouping 

by employing a priorplacement. clock 

drivers. 

 

 

 

 

 

 

 

RESULTS AND DISCUSSIONS: 

 
The proposed MBFF layout waft has been 

used for a 32-bit pipelined MIPS processor, 

applied in TSMC 65nm process technology. 

Workload of two applications has been used, 

shown in Table 3. For every check the 

average interest of a FF in the pipelined 

register is proven in blue colour below the 

name of the pipeline stage. Notice the 

activity lower with the development of the 

pipeline stage from preparation fetch (IF) to 

jot down-again (WB). 

Two MBFF grouping techniques are 

examined. In the primary, FFs were grouped 

sequentially in step with their bit wide 

variety in their sign in. The second approach 

grouped FFs in growing order of their 

sports, shown in Section 4 to be optimal 

whilst FFs are assumed to toggle 

independently of every other. Both grouping 

techniques adhered to the constraints of now 

not crossing clock area limitations and no 

longer blending FFs of unrelated logic 

entities. Table three suggests for each okay -
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most cases grouping by monotonic interest 

is preferred (coloured in green), even though 

in few cases it worsened (coloured in 

crimson). That can take place since the 

grouping is ignorant of toggling correlation. 

The pipeline registers have been then 

applied with MBFFs grouped with the aid of 

monotonic order of their hobby. As shown 

in Fig. Nine, the grouping starts offevolved 

with eight-MBFFs for the low activities, 

after which it is progressing to 4-MBFFs 

and 2-MBFFs with the FFs activities boom, 

up to the zero benefit factor wherein 

grouping stops and the rest FFs live alone 

and un-gated. Those should of course be 

grouped in un-gated MBFFs, just to lessen 

the quantity of internal clock drivers. Table 

four shows the strength financial savings 

completed at every of the pipeline registers 

for the kind and matrix multiplication 

weighted workload. The consequences have 

been measured with SpyGlass [11] 

simulation in which the MIPS changed into 

operated in 1.1V and 200MHz. 34.6% 

savings turned into performed. The 

pipelined registers consumed sixty five% of 

the whole MIPS electricity (memory now 

not protected), so the full energy reduction 

of the entire strength (CG HW overhead 

protected) changed into 23%. 

 

 

 

 

 

Table 2. Power savings in the pipeline 

registers of a 32-bit MIPS. 

We subsequently display the electricity 

savings performed by way of the grouping 

set of rules for an entire commercial 

network processor designed in 28nm TSMC 

technique technology, operating in 800MHz. 

The processor is split into seven units, 

named A to G, shown in Table 6. It 

consumes a complete of 6.2 Watts, in which 

forty five% is charged to the clock 

community with its underlying FFs. The 

unique design incorporates un-gated 

MBFFs, so the electricity financial savings 

is purely due to the addition of the clock 

gating in Fig. 5, on pinnacle of the financial 

savings obtained by using much less drivers 

within the un-gated MBFFs that existed in 

the unique design. Furthermore, the unique 

layout includes giant clock permit common 

sense signals, described by way of each RTL 

compiler and guide insertions. 

The sports of the FFs have been profiled 

first and then looked after. Table five shows 

a complete of eight% internet strength 

financial savings, in which the energy 

measurements include both dynamic and 

static components and all the CG HW 

overheads. The eight% strength savings 

changed into obtained on top of 9% savings 

that were performed through converting 

from 1-bit FFs to un-gated MBFFs, yielding 

a 17% combined financial savings. Such 

financial savings is fantastically preferred by 

using the industrial VLSI layout community. 

The vicinity penalty due to the creation of 

clock-gating circuitry was 2.3%. 
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Table 3. Power savings in a 40nm 

network processor. 

CONCLUSIONS: 

This brief suggests combining MBFFs and 

probability-driven CG to increase their 

power savings. A model utilizing the 

relationship between the optimal MBFF 

multiplicities to FF data-to-clock toggling 

probabilities is used in a practical design 

flow, achieving 17% and 23% power 

savings, compared with designs with 

ordinary FFs. About half of these savings 

can be attributed to the integration of DDCG 

into MBFFs 
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