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Abstract:- Improvement of authorization process for protected information access by a large society 

of users iŶ aŶ opeŶ eŶǀiroŶŵeŶt is aŶ iŵportaŶt proďleŵ iŶ todaǇ’s IŶterŶet ǁorld. IŶ this paper ǁe 

propose a computational dynamic trust model for user authorization, rooted in findings from social 

science. Unlike most existing computational trust models, this model distinguishes trusting belief in 

integrity from that in capability in different contexts and accounts for subjectivity in the evaluation of a 

particular trustee by different trusters. Many Model studies were conducted to evaluate the 

presentation of the proposed integrity belief model with other trust models from the creative writing for 

different user behavior patterns. Results showed that the proposed model resulted in higher 

performance than other models especially in predicting the behavior of unbalanced users. 
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1. INTRODUCTION : 

Growing wealth of information available in online have made more secure by obtaining mechanisms on 

sǇsteŵs todaǇ’s ǁorld. The user authorizatioŶ ŵeĐhaŶisŵs iŶ todaǇ’s eŶǀiroŶŵeŶt are ŵostlǇ ĐeŶtre oŶ 

role-based access control (RBAC). It is a mechanism where it divides the authorization process in to the 

role-permission and user-role assignment. RBAC in modern systems uses digital identity as facts about a 

user to allow access to resources which the user is allowed. On the other hand, holding evidence does 

Ŷot ŶeĐessarilǇ ĐertifǇ a user’s good ďehaǀior. For eǆaŵple, ǁheŶ a ďaŶk is deĐidiŶg ǁhether to issue a 

loan to a customer, it does not only required proof such as social security number and home address, 

but also checks the belief about the applicant, formed based on previous behavior. Such belief, which 

we call dynamic trusting belief, can be used to calculate the possibility that a user will not perform risky 

actions. In this effort, we propose a computational dynamic trust model for user authorization. 

Mechanisms for building trusting belief by means of the direct experience which we can also call first-

hand information as well as recommendation and reputation process which is also called as secondhand 

information are integrated in this model. The hand-outs of the model are: 

• The ŵodel is eŵďedded iŶ fiŶdiŶgs froŵ soĐial sĐieŶĐe i.e. it proǀides autoŵated trust ŵaŶagement 

that mimics trusting behaviors in the public, bringing trust computation for the society closer to 

estimate of trust in the real world.  

• Dissiŵilar to other trust ŵodels, the proposed ŵodel ǁill haǀe reĐords for differeŶt tǇpes of trust. 

Particularly, this model distinguishes trusting belief in integrity from other models .  

• The proposed ŵodel takes iŶto ĐoŶsideratioŶ aďout the prejudiĐe of trust ratiŶgs ďǇ differeŶt eŶtities, 

and set up a mechanism to take away the impact of subjectivity in reputation aggregation. Observed 

evaluation supports that the difference between competence and integrity trust is necessary in decision-

making. Distinguishing between integrity and competence permits the model to make more informed 

and fine-grained authorization decisions in different circumstances. Let us consider some examples:  
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1. Consider an example of real estate consultancy site, competence consists of elements such as finding 

the best plot area, the best construction, the Interior facilities etc., where as integrity trust is based on 

factors like whether the site puts fraudulent charges on the customer. In a context where better deals 

are valued higher than the potential fraud risks, an agency with lower integrity trust could be preferred 

due to higher competence. 

2. Consider an online site which is providing seasonal offers for customers to attract, the capability trust 

of a seller can be determined by how fast the seller ships the product or product quality etc., each being 

a different competence type. The iŶtegritǇ trust ĐaŶ ďe deterŵiŶed ďǇ ǁhether he/she sells ďuǇers’ 

information to other parties without buyer permission. In the case of an urgent purchase, a seller with 

low integrity trust can be allowed if he/she has high competence trust. 3. In support of a web service, 

the competence trust can include factors such as response time, quality of results etc., whereas integrity 

trust can depend on whether the service outsources requests to untrusted parties. Tentative evaluation 

of the proposed integrity belief model in a simulated environment of entities with different behavior 

patterns propose that the model is able to give better estimations of integrity trust behavior than other 

major trust computation models, especially in the case of trustees with changing behavior. 

2. LITERATURE REVIEW:  

Ϯ.ϭ McKnight’s Trust Model, The social trust model, which guide the design of the computational model 

in this paper, was proposed by McKnight et al. [16] after analyzing many papers across a wide range of 

disciplines. It has been validated via empirical study [15]. This model describes five conceptual trust 

types: trusting behavior, trusting intention, trusting belief, institution-based trust, and disposition to 

trust. Trusting behavior is an action that increases a truster's risk or makes the truster to expose to the 

trustee. Trusting intention specifies that a truster is willing to connect in trusting behaviors with the 

trustee. A trusting intention involves a trust decision and leads to a trusting behavior. Trusting belief is a 

truster's subjective faith in the fact that a trustee has attributes beneficial to the truster. Two subtypes 

of institution-based trust are: 
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1. Structural pledge: The faith that structures organize promote positive outcomes. Structures include 

guarantees, policies, assurance etc. 

2. Situational normality: The belief that the properly ordered environments facilitate success outcomes. 

DispositioŶ to trust ĐharaĐterizes a thruster’s geŶeral propeŶsitǇ to depeŶd oŶ others aĐross a ďroad 

spectrum of situations. Institutionbased trust depends on situation. Disposition to trust is independent 

of situation and trustee. Trusting belief positively relates to trusting intention, which in turn results in 

the trusting behavior. Institution-based trust positively influence on trusting belief and trusting 

intention. Structural pledge is more related to trusting intention while situational normality affects both. 

Disposition to trust positively manipulate institution-based trust, trusting belief and trusting intention. 

Confidence in humanity impact trusting belief. Trusting stance influences trusting intention. 

2.2 Computational Trust Models, The problem of launching and maintaining dynamic trust has 

fascinated much research hard work. One of the first efforts trying to celebrate trust in computer 

science was made by Marsh [13]. The model introduced the concepts extensively used by other 

researchers such as context and situational trust. Many existing reputation models and security 

mechanisms rely on a social network structure [1]. Pujol et al. propose an approach to mine reputation 

from the social network topology that encodes reputation information [19]. Lang [9] proposes a trust 

model for access control in P2P networks, based on the assumption of transitivity of trust in social 

networks, where a simple mathematical model based on fuzzy set membership is used to calculate the 

trustworthiness of each node in a trust graph symbolizing interactions between network nodes. FCTrust 

[8] utilises the transaction density and similarity to calculate a measure of reliability of each 

recommender in a P2P network. Its main disadvantages are that it has to regain all transactions within a 

certain time period to estimate trust, which imposes a big performance penalty, and that it does not 

distinguish between recent and old transactions. Matt et al. [14] introduced a method for modeling the 

trust of a given agent in a multiagent system by joining statistical information regarding the past 

ďehaǀior of the ageŶt ǁith the ageŶt’s usual upcoming behavior. Zhu et al. [26] introduces a dynamic 

role based access control model for grid computing. The model determines authorization for a specific 

user based on its role, task and the context, where the authorization decision is updated dynamically by 
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a monitoring module keeping track of user attributes, service attributes and the environment. Fan et al. 

[5] proposed a similar trust model for grid computing, which focuses on the dynamic change of roles of 

services. Nagarajan et al. [18] propose a security model for trusted platform based services based on 

evaluation of past evidence with an exponential time decay function. The model evaluates trust 

separately for each property of each component of a platform, similar to the consideration of 

competence trust in our proposed model. Although these approaches integrate context into trust 

computation, their application is limited to specific domains different from the one considered in our 

work. Walter et al. [22] proposed a dynamic trust model for social networks, based on the concept of 

feedback centrality. The model, which enables computing trust between two disconnected nodes in the 

network through their neighbor nodes, is suitable for application to recommender systems. 

3. SYSTEM STUDY  

Existing System: The everyday increasing wealth of information available online has made secure 

information access mechanisms an indispensable part of information systems today. The mainstream 

research efforts for user authorization mechanisms in environments where a poteŶtial user’s perŵissioŶ 

set is not predefined mostly focus on role-based access control (RBAC), which divides the authorization 

process into the role-permission and user-role assignment. RBAC in modern systems uses digital identity 

as evidence about a user to grant access to resources the user is entitled to. 

Disadvantages: HoldiŶg eǀideŶĐe does Ŷot ŶeĐessarilǇ ĐertifǇ a user’s good ďehaǀior.  

Proposed System: We propose a computational dynamic trust model for user authorization. 

Mechanisms for building trusting belief using the first-hand (direct experience) as well as second-hand 

information (recommendation and reputation) are integrated into the model. The contributions of the 

model to computational trust literature are:  

• The ŵodel is rooted iŶ findings from social science, i.e. it provides automated trust management that 

mimics trusting behaviors in the society, bringing trust computation For the digital world closer to the 

evaluation of trust in the real world.  
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• UŶlike other trust ŵodels iŶ the literature, the proposed model accounts for different types of trust. 

Specifically, it distinguishes trusting belief in integrity from that in competence.  

• The ŵodel takes iŶto aĐĐouŶt the suďjeĐtiǀitǇ of trust ratiŶgs ďǇ differeŶt eŶtities, aŶd iŶtroduces a 

mechanism to eliminate the impact of subjectivity in reputation aggregation. 

4. SUMMARY OF THE TRUST MODEL: The trust models we propose in this paper differentiate 

integrity trust from competence trust. Competence trust is the trusting belief in a trustee's capability or 

proficiency to perform certain tasks in a exact state. Integrity trust is the belief that a trustee is truthful 

and acts in support of the truster. Integrity and kindness in social trust models are combined together. 

 

The elements of the model environment, as seen in Fig. 1, include two main types of actors, namely  

trusters and trustees, a record of trust information, and different framework, which depend on the 

concerns of a truster and the capability of a trustee. 

4.1 Context and Trusting Belief Context: Both trusters concern and trustees behavior vary from one 

state to another state. These situations are called contexts. A truster can denote the minimum trusting 

belief needed for a specific context. Direct experience information is maintained for each individual 

context to speed up belief updating. In this model, a truster has one reliability trust per trustee in all 
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contexts. If a trustee dissatisfies a truster, the misbehavior lowers the truster's integrity belief in him. 

For integrity trust, contexts do not need to be illustrious. Competence trust is context-dependent. 

4.2 Operations Defined on Trust Model : This segment presents the operations defined on the trust 

model.  

4.2.1 Building and testing trusting beliefs Different techniques are used under various conditions for 

building and testing trusting beliefs. A candidate method set includes the methods considered in a 

specific situation. A method is appropriate only if: (1) It is in the current candidate method set, and (2) 

its precondition holds.  

Building and testing initial competence trust: There are four scenarios when t1 is about to establish 

initial trust about u1 in c: (1) both c and u1 are new; (2) c is recognized but u1 is new; (3) c is new but u1 

is recognized; (4) both c and u1 are recognized. A context c is known if the truster has experience with 

some trustee in c. A trustee u1 is recognized if she interacted with t1 before. The candidate method set 

for all scenarios and the order of their priorities are summarized in Table 1. > is a partial order defined 

oŶ the ŵethod prioritǇ set. The relatioŶship ďetǁeeŶ tǁo ŵethods eŶĐlosed iŶ oŶe ͞,}͟ is uŶdefiŶed ďǇ 

the model itself. This is an ambiguous priority set is extended to a total order according to t1's method 

preference policies. 

TABLE 1 

CANDIDATE METHOD SET TO BUILD INITIAL COMPETENCE TRUST 

 

The algorithm to build and test an initial competence trusting belief is shown in Fig. 2. The algorithm 

initializes unused MS using the appropriate candidate method set. It chooses the applicable method M 
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ǁith highest prioritǇ iŶ uŶused. The iŶput threshold paraŵeters δĐ aŶd δp are Đoŵpared ǁith the 

trustiŶg ďelief geŶerated ďǇ M. If ͞true'͟ or ͞false͟ is oďtaiŶed, this result is output.  

Otherwise M is removed, trusting belief is saved and the process is repeated with the next M. In the 

case that the algorithm outputs no result after all methods do considered, one trust belief is chosen (i.e. 

r is chosen among all results) based on imprecision handling policies. The value of the belief is compared 

with δĐ. 

Fig 2. Algorithm to build/test initial competence trusting belief. 

 

4.2. Belief information and reputation Aggregation methods: Belief about a trustee's competence is 

context specific. A trustee's competence changes relatively slowly with time. Therefore, competence 

ratings assigned to her are viewed as samples drawn from a distribution with a steady mean and 
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variance. Competence belief formation is formulated as a parameter estimation problem. Statistic 

methods are applied on the rating sequence to estimate the steady mean and variance, which are used 

as the belief value about the trustee's competence and the associated predictability. 

5. CONCLUSION  

In this paper we presented a dynamic computational trust model for user authorization. This model is 

ingrained in answering from social science, and is not restricted to trusting belief as most computational 

methods are. We presented a demonstration of context and functions that relate dissimilar contexts, 

enabling Building and testing initial competence trust. The proposed dynamic trust model enables 

automated trust management that mimics trusting behaviors in the public, such as selecting a 

community partner, forming a association, or choosing conciliation protocols in ecommerce. The 

formalization of trust helps in scheming algorithms to choose dependable resources in peer-to-peer 

systems, budding secure protocols for ad hoc networks and detecting unreliable agents in a virtual 

community. Experiments in a virtual trust environment show that the proposed integrity trust model 

carrys out better than other major trust models in calculating the behavior of users whose behaviour 

transform based on certain patterns over time. 

6. FUTURE ENHANCEMENT: The Future enhancement for this paper will be not only allocating 

dynamic computational trust model for user authorization but also distributing a Dynamic Trust 

Computation Model for safe Communication in Multi-Agent Systems. 
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