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ABSTRACT: Understanding short texts is crucial to many applications, but challenges abound. 

Here we focus on short texts which refer to texts with limited context. These short texts are 

produced including Search queries, Tags, Keywords, Conversation or Social posts and 

containing limited context. Semantic knowledge is required in order to better understand short 

texts. First, short texts do not always observe the syntax of a written language. As a result, 

traditional natural language processing tools, ranging from part-of-speech tagging to dependency 

parsing, cannot be easily applied. Second, short texts usually do not contain sufficient statistical 

signals to support many state-of-the-art approaches for text mining such as topic modeling. 

Third, short texts are more ambiguous and noisy, and are generated in an enormous volume, 

which further increases the difficulty to handle them. Our knowledge-intensive approaches 

disrupt traditional methods for tasks such as text segmentation, part-of-speech tagging, and 

concept labeling, in the sense that we focus on semantics in all these tasks. We conduct a 

comprehensive performance evaluation on real-life data. The results show that semantic 

knowledge is indispensable for short text understanding, and our knowledge- intensive 

approaches are both effective and efficient in discovering semantics of short texts. 

 

I. INTRODUCTION:  

In this paper, we focus on short texts which 

refer to texts with limited con-text. Many 

applications, such as web search and 

microblogging services etc., need to handle 

a large amount of short texts. A search task 

represents an atomic information need of a 

user in web search. Tasks consist of queries 

and their reformulations, and identifying 

tasks is important for search engines since 

they provide valuable information for  

 

determining user satisfaction with search 

results, predicting user search intent, and 

suggesting queries to the user. Traditional 

approaches to identify the tasks, exploit 

either temporal or lexical features of queries. 

However, many query refinements are 

topical, which means that a query and its 

refinements may not be similar on the 

lexical level. Furthermore, multiple tasks in  
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In this paper, we focus on short texts which 

refer to texts with limited con-text. Many 

applications, such as web search and 

microblogging services etc., need to handle 

a large amount of short texts. A search task 

represents an atomic information need of a 

user in web search. Tasks consist of queries 

and their reformulations, and identifying 

tasks is important for search engines since 

they provide valuable information for 

determining user satisfaction with search 

results, predicting user search intent, and 

suggesting queries to the user. Traditional 

approaches to identify the tasks, exploit 

either temporal or lexical features of queries. 

However, many query refinements are 

topical, which means that a query and its 

refinements may not be similar on the 

lexical level. Furthermore, multiple tasks in 

the same search session may interleave, 

which means we cannot simply order the 

searches by their timestamps and divide the 

session into multiple tasks. Thus, in order to 

identify tasks correctly, we need to be able 

to compare queries at the semantic level. In 

this section we discuss the following factors: 

the same search session may interleave, 

which means we cannot simply order the 

searches by their timestamps and divide the 

session into multiple tasks. Thus, in order to 

identify tasks correctly, we need to be able 

to compare queries at the semantic level. In 

this section we discuss the following factors: 

Text segmentation gives a short text, find 

the most semantically coherent 

segmentation. Type detection detects each 

term with best type. Concept labeling for 

each ambiguous instance, re-rank its concept 

clusters according to the context.  

A trademark is used to identify the brand 

owner of a particular product or service. 

Trademarks can be licensed to others; for 

example, Bully land obtained a license to 

produce Smurf figurines. The trademark 

owner may pursue legal action against 

trademark invasion. Most of the countries 

recognize common law trademark rights, 

which means action can be taken to protect 

an unregistered trademark if it is in use. 

Trademarks, as determined by the European 

Office of Harmonization in the Internal 

Market (OHIM). They do insignificant 

intellectual property (IP) goods that permit 

well or service to be well validated to 

clients. Each year many trademarks 

registered and used that outlet. Trademarks 

are exclusive words or figures with advance 

reputational significance, used in commerce 

to comparison between products and 

services. They allow products or tasks to be 

goods tenable and compared by traders. 

Searching for conceptually similar 

trademarks is a text retrieval problem. 

However, traditional text retrieval systems 

based on keywords are not capable of 

retrieving conceptually related text. This 

limitation motivates research into semantic 

technology, which addresses this problem by 

using additional knowledge sources. 

Invasion may occur when invasion party, 

uses a trademark which is similar to a 

trademark owned by another party, in 

relation to products or services which are 

identical or similar to the products or 

services which the registration covers 

having existence trademark look for systems 

as a general rule use text-based acts to get 

back technology. These searches look for 

trademark that matches some or all words in 
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a question line wording. As indicated in 

their latest printing on trademark 

knowledge-bases and look for systems. Two 

trademarks are necessary not same to make 

an infringement. The conceptual different of 

text files that part of same domain, 

utilization same notations, or demonstration 

same consideration has been used broadly 

II. Existing Work:  

Understanding text to retrieve required 

content from a huge database is a critical 

task and more efforts has been devoted to 

this field. In current available system if a 

query is processed by user the entire query is 

considered to be keyword and processing of 

entire query will takes place. Therefore 

processing entire query leads to more time 

consumption and computation power 

because the machine learning does not 

understand which word is important or main 

key to search content. Short text 

identification is also difficult task in 

effective retrieval of data. Entity linking 

focuses on retrieving “explicit topics” 

expressed as probabilistic distributions on an 

entire knowledgebase. However, categories, 

“latent topics”, as well as “explicit topics” 

still have a semantic gap with humans’ 
mental world.  

Existing Trademark Search Systems: The 

underlying technology embedded in existing 

trademark search systems is primarily based 

on text-based retrieval. Such systems search 

for trademarks that match some or all words 

in a string text query. In a recently launched 

search system, the OHIM provides an option 

that allows users to search for trademarks in 

different languages. This newly upgraded 

system also provides advanced search 

options that offer three search types: word 

prefix, full phrase, and exact match. The 

word prefix mode returns trademarks with a 

prefix that matches the query. The full 

phrase mode finds trademarks with terms 

that include the query input, and the exact 

match returns trademarks that match the 

query input exactly. In the United Kingdom, 

the Intellectual Property Office (IPO) 

provides search options that are similar to 

the OHIM search service, with an additional 

option that searches for similar query 

strings. The system employs an approximate 

string-matching technique, along with 

several pre-defined criteria, such as the 

number of similar and dissimilar characters 

in the words and the word lengths, to 

retrieve similar trademarks.Understanding 

text to retrieve required content from a huge 

database is a critical task and more efforts 

has been devoted to this field. In current 

available system if a query is processed by 

user the entire query is considered to be 

keyword and processing of entire query will 

takes place. Therefore processing entire 

query leads to more time consumption and 

computation power because the machine 

learning does not understand which word is 

important or main key to search content. 

Short text identification is also difficult task 

in effective retrieval of data. Entity linking 

focuses on retrieving “explicit topics” 

expressed as probabilistic distributions on an 

entire knowledgebase. However, categories, 

“latent topics”, as well as “explicit topics” 

still have a semantic gap with humans’ 
mental world 

III. PROPOSED WORK:  

First, short texts do not always observe the 

syntax of a written language. As a result, 

traditional natural language processing tools, 
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ranging from part-of-speech tagging to 

dependency parsing, cannot be easily 

applied. Second, short texts usually do not 

contain sufficient statistical signals to 

support many state-of-the-art approaches for 

text mining such as topic modeling. Third, 

short texts are more ambiguous and noisy, 

and are generated in an enormous volume, 

which further increases the difficulty to 

handle them. In the proposed system we 

have stated the semantic knowledge is 

required in order to better understand short 

texts. Relational Keyword search based on 

WSMO (Web Service Model Ontology) 

based K-SVM Classification algorithms 

have been studied for decades, and the 

literature on the subject is huge. Therefore, 

it is decided to choose a WSMO K-SVM as 

representative algorithm in order to show the 

potential of the proposed approach, namely: 

the partitioned the cluster semantic word 

extraction algorithm known as KSupport 

Vector Machine. Trademark comparison 

based on conceptual similarities. This work 

extends the conceptual model by developing 

and evaluating a semantic algorithm for 

trademark retrieval based on conceptual 

similarity. The proposed algorithm employs 

NLP techniques and the word similarity 

distance method, which was derived from 

the WordNet ontology, together with a new 

trademark comparison measure. WordNet is 

employed in this algorithm due to its lexical 

relationships, which mirror human semantic 

organization, and because it has also been 

proven successful in many previously 

developed works. These algorithms were run 

with different combinations of their 

parameters, resulting in sixteen different 

algorithmic instantiations. Thus, as a 

contribution of this work, compare the 

relative performances on the studied 

application domain using Trademark 

datasets. A prototype system for short text 

understanding which exploits semantic 

knowledge provided by a well-known 

knowledge base and automatically harvested 

from a web corpus is constructed. 

Knowledge-intensive approaches disrupt 

traditional methods for tasks such as text 

segmentation, part-of- speech tagging, and 

concept labeling, in the sense that we focus 

on semantics in all these tasks. We introduce 

three levels of ambiguity, and propose 

methods to determine ambiguity level by 

analyzing the hierarchical and overlapping 

relationships between concept clusters. 

Level 0 refers to instances that most people 

regard as unambiguous. These instances 

contain only one sense, such as “dog” 

(animal) and “california” (state);Level 1 

refers to instances that both ambiguous and 

unambiguous make sense. These instances 

usually contain more than one senses, but all 

of these senses are related to some extent, 

such as “google” (company & search 

engine) and “nike” (brand & company); 

Level 2 refers to instances that most people 

think as ambiguous. These instances contain 

two or more unrelated senses, such as 

“apple” (fruit & company) and “jaguar” 

(animal & company). 
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Vl. Methodology  

OFFLINE PROCESSING 

 A prerequisite to short text understanding is 

the knowledge about semantic relatedness 

between terms. We describe how we 

construct the co- occurrence network and 

quantify semantic coherence. After that, we 

introduce the indexing strategy to allow for 

approximate term extraction on the 

vocabulary, as well as the approach to 

determine instance ambiguity.  

Support Vector Machine (SVM) is one of 

the most attractive and potent classification 

algorithms and has been successful in recent 

times. SVM dedicates to find the excellent 

separating hyperplane between two classes, 

thus can give excellent generalization ability 

for it. In order to find the excellent 

hyperplane, the labelled records as the 

training set. However, the separating 

hyperplane is only determined by a few 

crucial samples (Support Vectors, SVs), no 

necessity to train SVM model on the whole 

training set. This paper presents a novel 

approach based on clustering algorithm, in 

which only a small subset was selected from 

the original training set to act as the final 

training set. The algorithm used here works 

to select the most informative samples using 

K-means clustering algorithm, and the SVM 

classifier is built through training on those 

selected samples. Experiments show that 

this approach greatly reduces the scale of 

training set, thus effectively saves the 

training and predicting time of SVM, and at 

the same time guarantees the generalization 

performance. 

ONLINE PROCESSING  

There are basically three tasks in online 

processing of short texts, namely text 

segmentation, type detection, and concept 

labeling. A. Text segmentation Divide a 

short text into a collection of terms 

contained in a vocabulary (e.g., “book dis-

neyland hotel california” is segmented as 

fbookdisneyland hotel californiag); B. Type 

Detection Determine the types of terms and 

recognize instances (e.g., “disneyland” and 

“california” are recognized as instances, 

while “book” is a verb and “hotel” a 

concept); C. Concept Labeling Infer the 

concept of each instance (e.g., “disneyland” 

and “california” refer t the concept theme 

park and state respectively). Overall, three 

concepts are detected from short text “book 

disneyland hotel california” using this 

strategy, namely theme park, hotel, and state 

in FIG: 2. 
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IV. Conclusion:  

In this work, we propose a generalized 

framework to understand short texts 

effectively and efficiently. More 

specifically, we divide the task of short text 

understanding into three subtasks: text 

segmentation, type detection, and concept 

labeling. The experimental results 

demonstrate that our proposed framework 

outperforms existing state-of-the-art 

approaches in the field of short text 

understanding. As a future work, we attempt 

to analyze and incorporate the impact of 

spatial-temporal features into our framework 

for short text understanding.  
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