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ABSTRACT: Emotion-aware mobile applications have been increasing due to their smart features and 

user acceptability. To realize such an application, an emotion recognition system should be in real time 

and highly accurate. As a mobile device has limited processing power, the algorithm in the emotion 

recognition system should be implemented using less computation. In this paper, we propose an 

emotion recognition with high performance for mobile applications. In the proposed system, facial 

video is captured by an embedded camera of a smart phone. Some representative frames are extracted 

from the video, and a face detection module is applied to extract the face regions in the frames. The 

Bandlet transform is realized on the face regions, and the resultant subband is divided into non-

overlapping blocks. Local binary patterns’ histograms are calculated for each block, and then are 

concatenated over all the blocks. The Kruskal–Wallis feature selection is applied to select the most 

dominant bins of the concatenated histograms. The dominant bins are then fed into a Gaussian mixture 

model-based classifier to classify the emotion. Experimental results show that the proposed system 

achieves high recognition accuracy in a reasonable time. 

 INDEX TERMS: Emotion recognition, mobile applications, feature extraction, local binary pattern. 

 I. INTRODUCTION: Due to the ongoing 

growth along with the extensive use of smart 

phones, services and applications, emotion 

recognition is becoming an essential part of 

providing emotional care to people. 

Provisioning emotional care can greatly 

enhance users’ experience to improve the 

quality of life. The conventional method of 

emotion recognition may not cater to the need 

of mobile application users for their value-

added emergent services. Moreover, because of 

the dynamicity and heterogeneity of mobile 

applications and services, it is a challenge to 

provide an emotion recognition system that can 

collect, analyze, and process emotional 

communications in real time and highly 

accurate manner with a minimal computation 

time. There exist a number of emotion 

recognition systems in the literature. The 

emotion can be recognized from speech, image, 

video, or text. There are many applications of 

the emotion recognition in mobile platforms. In 

mobile applications, for example, the text of the 

SMS can be analyzed to detect the mood or the 

emotion of the users. Once the emotion is 

detected, the system can automatically put a 

corresponding ‘emoji’ in the SMS. By 

analyzing a video in the context of emotion, a 

smart phone can automatically change the 

wallpaper, or play some favorite songs to coop 

with the emotion of the user. The same can be 

applied using oral conversation through a smart 

phone; an emotion can be detected from the 

conversational speech, and an appropriate 
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filtering can be applied to the speech. To 

realize an emotion-aware mobile application, 

the emotion recognition engine must be in real-

time, should be computationally less expensive, 

and give high recognition accuracy [1]. Most of 

the available emotion recognition systems do 

not address all of these issues, as they are 

designed mainly to work offline and for 

desktop applications. These applications are not 

bounded by storage, processing power, or time. 

For example, many online game applications 

gather the video or the sound of the users, 

process them in a Cloud, and analyze them for 

a later improvement (next version) of the game 

[6]. In this case, the Cloud can provide 

unlimited storage and processing power, and 

the game developer can have enough time to 

analyze. On the contrary, emotionaware mobile 

applications cannot have this luxury. Mehmood 

and Lee proposed an emotion recognition 

system from brain signal pattern using late 

positive potential features [2]. 

 

FIGURE 1. Block diagram of the proposed 

emotion recognition system. 

This system needs EEG sensors to be 

associated to the mobile device, which is an 

extra burden to the device. Chen et al. proposed 

CP-Robot for emotion sensing and interaction 

[3]. 

This proposed robot uses a Cloud for image 

and video processing. A distant learning system 

LIVES through interactive video and emotion 

detection was proposed in [4]. The LIVES can 

recognize the emotion of the students from the 

video, and adjust the content of the lecture. 

Several emotion-aware applications were 

proposed in [5] and [6]. Hossain et al. [5] used 

audio and visual modalities to recognize 

emotion in 5G. They used speech as an audio 

modality, and image as a visual modality. They 

found that these two modalities complement 

each other in terms of emotion information. 

Hossain et al. [6] proposed a cloud-gaming 

framework by embedding emotion recognition 

module in it. 

By recognizing emotion from audio and visual 

cues, the game screen or content may be 

adjusted. Y. Zhang et al. [29], [30] proposed 

techniques that integrate mobile and big data 

technologies along with emotional interaction 

[31]. Emotion can be recognized by either 

speech or images. For example, Zhang et al. [7] 

recognized emotion from Chinese speech using 

deep learning. Their method was quite robust; 

however, it needed a huge amount of training 

data. A good survey of emotion recognition 

from faces can be found in [8]. Another recent 

emotion recognition system from both audio 

and visual modalities involves multi-directional 

regression and ridgelet transform [9]. This 

system achieved a good 

accuracy in two databases. Kahou et al. [26] 

proposed a deep learning based approach to 

recognize emotion in the wild from video clips 

and achieved 47.67% accuracy. Multiscale 

temporal modeling was used for emotion 

recognition from 
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video in [27]. An extreme learning machined 

based classifier was used together with an 

active learning for emotion recognition in [28]. 

Some current healthcare systems use emotion 

recognition to improve the patient care. 

Ragsdale et al. [10] proposed a teaching 

method to interpret emotions of the patients to 

healthcare providers. Emotion recognition from 

faces for healthcare was proposed in [11] and 

[12]. The same from EEG signals was proposed 

in [13]. To investigate social psychology, 

mobile phones were equipped with emotion 

recognition software, called `EmotionSense' 

[14]. In a smart home, the emotions of aging 

adults were recognized in [15]. All these 

emotion recognition systems either used huge 

training data, or are computationally expensive. 

In this paper, we propose a high-performance 

emotion recognition system for mobile 

applications. The embedded camera of a smart 

phone captures video of the user. The Bandlet 

transform is applied to some selective frames, 

which are extracted from the video, to give 

some subband images. 

Local binary patterns (LBP) histogram is 

calculated from the subband images. This 

histogram describes the features of the frames. 

A Gaussian mixture model (GMM) based 

classifier is used as a classifier. The proposed 

emotion recognition system is evaluated using 

several databases. The contribution of this 

paper is as follows: (i) the use of the Bandlet 

transform in emotion recognition, (ii) the use of 

the Kruskal-Wallis (KW) feature selection to 

reduce the time requirement during a test 

phase, and (iii) an achievement of higher 

accuracies in two publicly available databases 

compared with those using other contemporary 

systems. 

The rest of this paper is organized as follows. 

In Section II, the proposed emotion recognition 

system is described. Experimental results are 

reported and analyzed in Section III. Finally, 

we conclude the paper in Section IV. 

 

II. PROPOSED EMOTION 

RECOGNITION SYSTEM 

Fig. 1 shows a block diagram of the proposed 

emotion recognition system for mobile 

applications. In the following subsections, we 

describe the components of the proposed 

system. 

 

 
 

FIGURE 2. Illustration of the Bandlet 

decomposition. 

 

A. CAPTURING VIDEO 

An embedded camera of the smart phone 

captures the video of the user. As most of the 

time, the user faces towards the screen of the 

phone, the video mainly captures the face, the 

head, and some body parts of the user. 

 

B. SELECTING REPRESENTATIVE 

FRAMES 

As there are many frames in the video 

sequence, we need to select some 

representative frames from the sequence to 

reduce the burden of the processing. To select 

frames, first, all the frames are converted to the 

gray scale. Then, histograms are obtained from 

each frame. A chi-square distance is calculated 
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between the histograms of two successive 

frames. 

We select a frame, when the distances between 

the histogram of this frame and that of the 

previous frame, and the next frame are 

minimal. In this way, we select a frame, which 

is stable in nature. 

 

C. FACE DETECTION 

Once we select the frames, the face areas in the 

frames are detected by the Viola-Jones 

algorithm [16]. This algorithm works fast, and 

is suitable for a real-time implementation. Now 

a day, many smart phones have the face 

detection functionality embedded into the 

mobile system. 

 

D. BANDLET TRANSFORM 

The Bandlet transform is applied to the 

detected face area. A face image has many 

geometric structures that carry valuable 

information about the identity, the gender, the 

age, and the emotion of the face. A traditional 

wavelet transform does not take care much 

about the geometric structure of an image, 

especially in sharp transitions; however, 

representing sharp transitions using geometrical 

structures can improve 

the representation of image. One of the major 

obstacles of using geometrical structure is a 

high computation complexity. The Bandlet 

transform overcomes the obstacle to represent 

geaometric structure of an image by calculating 

the geometric follow in the form of Bandlet 

bases [18]. This transform works on the gray 

scale images; therefore, in the proposed 

method, the input color images are converted 

into gray scale images. To form orthogonal 

Bandlet bases, the image needs to be divided 

into regions consisting of geometric follows. In 

fact, the 

image is divided into small square blocks, 

where each block contains at most one contour. 

If a block does not contain a contour, the 

geometric _ow in that block is not de_ned. The 

Bandlet transform approximates the regions 

(•) by using the wavelet basis in the L2 (•) 

domain as follows. 

 

 
 

where, Ψ (.) and Ψ'(.) are the wavelet and the 

scaling functions, i is the dilation, n1xn2 is the 

dimension of the input image, x is the pixel 

location. ', ΨH, ΨV, ΨD are the coarse level 

(low-frequency) approximation, high-frequency 

representations along horizontal, vertical, and 

diagonal directions of the image. Fig. 2 

illustrates the Bandlet decomposition. Once the 

wavelet bases are computed, the geometric _ow 

is calculated in the region by replacing the 

wavelet bases by the Bandlet orthonormal 

bases as follows. 

 

 
 

In the above equation, c(x) is the geometric 

flow line of the fix translation parameter x1 as 

follows. 
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From the above equation, we understand that 

the block sizes affect the geometric _ow 

direction. In practice, the smaller block size 

gives better representation of geometric flow 

than the larger block size. In our proposed 

system, we investigated the effect of different 

block sizes, and scale decompositions on the 

emotion recognition accuracy. 

E. LBP 

The next step of the proposed system is to 

apply the LBP on the subband images of the 

Bandlet transform. The LBP 

 

 
 

FIGURE 3. Illustration of the LBP calculation. 

is a powerful gray-level image descriptor, 

which operates in real-time [17]. It has been 

used in many image-processing applications 

including face recognition, gender recognition, 

and ethnicity recognition. The basic LBP 

operates in a 3 X3 neighborhood, where the 

neighboring pixels' intensities are threshold by 

the center pixel intensity. If a pixel intensity is 

higher than the center pixel's intensity, then a 

`1' is assigned to that pixel position, otherwise 

a `0' is assigned. All the eight neighboring 

pixels' assigned values are concatenated to 

produce an 8-bit binary number, which is next 

converted to a decimal value. This decimal 

value corresponds to the LBP value of the 

center pixel. A histogram is created from these 

LBP values to describe the image. For an 

interpolated LBP, a circular interpolation of 

radius R and P number of pixels is used. A 

uniform LBP is a pattern, where there are at 

most two bit-wise transitions from zero to one 

or vice versa. Fig. 3 illustrates the LBP 

calculation. In the proposed system, the 

subband obtained after the Bandlet 

decomposition is divided into non-overlapping 

blocks. The LBP histograms are calculated for 

all the blocks and then concatenated to describe 

the feature set for the image. 

 

F. KW FEATURE SELECTION 

The number of features for the image is very 

huge; many features slow down the process, 

and they also bring the `curse of 

dimensionality'. Therefore, a feature selection 

technique can be applied to reduce the 

dimension of the feature vector. 

There are many feature selection techniques, 

each of which has its own advantage and 

disadvantage. In our proposed system, we 

adopt the KW technique for its simplicity and 

low computational complexity, keeping in 

mind that the system is to deploy in mobile 

applications. TheKWis a non-parametric one-

way analysis of variance test, where the null 

hypothesis is that the samples from different 

groups have the same median. It returns a value 

p; if the value of p is close to zero, the null 

hypothesis is rejected, and the corresponding 

feature is selected. The feature, which results in 

a big value of p, is discarded because it is 

considered to be non-discriminative. 

 

G. GMM-BASED CLASSIFIER 

The selected features are fed into a GMM 

based classifier. During training, models of 

different emotions are created from the feature 

set. During testing, log-likelihood scores are 
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obtained for each emotion using the feature set 

and the models of the emotion. The emotion 

corresponding to the maximum score is the 

output of the system. In the experiments, 

different numbers of Gaussian mixtures are 

investigated. We choose the GMM based 

classi_er because it can operate in real-time, it 

is more stable than the neural network based 

classi_ers. 

 

III. EXPERIMENTAL RESULTS AND 

ANALYSIS 

To validate the proposed system, we used a 

number of experiments using two publicly 

available databases, namely Canade-Kohn 

(CK) [19] and the Japanese female facial 

expression (JAFFE) [20] databases. In the 

following subsections, we briefly describe the 

databases, and present the experimental results 

and discussion. 

 

A. DATABASES 

In our experiments, we used two databases. The 

JAFFE database consists of emotional face 

images of Japanese actresses. There are total 

213 face images of 10 female Japanese. All the 

images are gray, and have a resolution of 

256X256. The original images were printed, 

scanned, and digitized. The faces are frontal. 

There are seven emotion classes, which are 

anger, happiness, sadness, disgust, afraid, and 

surprise, in addition to neural. The CK database 

was created by the faces of 100 university-level 

students. After careful observations, the faces 

of four students were discarded because they 

were not properly showing the emotions. The 

students were ethnically diverse. Video 

sequences were captured in a controlled 

environment, and the participants posed with 

six emotions as mentioned previously. There 

were 408 video sequences, and three most 

representative image frames were selected from 

each sequence. The first frame of each 

sequence was treated as a neutral expression. 

The total number of images is 1632. 

 

B. EXPERIMENTAL RESULTS AND 

DISCUSSION 

First, we used the JAFFE database in our 

experiments to set up different parameters of 

the proposed system. We chose this because it a 

smaller size database than the CK database. 

Once we _x the parameters using the JAFFE 

database, we used the CK database. 

During classification, we adopted a 5-fold 

approach, where the database was divided into 

five equal groups. In each iteration, four groups 

were trained and the rest was tested. After five 

iterations, all the _ve groups were tested.With 

this approach, the biasness of the system 

towards any particular images could be 

reduced. For feature selection using the KW 

method, we set the value of p to be 0.2, which 

gave the optimal results for almost all the cases. 

In the Bandlet decomposition, we tried 

different sizes of blocks, and different scales of 

subband images. Fig. 4 shows the average 

accuracy (%) of the system using various block 

sizes and scales. The average accuracy was 

obtained over seven emotion categories. From 

the figure, we find that the 2X 2 block size and 

scale 0 subband produced the highest accuracy, 

which is 92.4%. If we increased the block size, 

the accuracy decreased. The accuracy also 

decreased with the increase of scale. 
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FIGURE 4. Accuracies in different Bandlet 

scales and block sizes. 

 

In the next experiment, we normalized the 

Bandlet coefficients, and investigated its effect. 

In the normalization, the coefficients were 

divided by the length of the vector [21]. Fig. 5 

shows the average accuracy (%) of the system 

using the normalized Bandlet coef_cients. 

These accuracies are better than those without 

normalization. For example, the normalized 

Bandlet with block size 2_2 and scale 0 

achieved accuracy of 93.5%, which is better 

than 92.4% obtained without normalization. 

The similar fact is true for all the block sizes 

and scales. In the following experiments, we 

used only normalized Bandlet coefficients. 

 

 
 

FIGURE 5. Accuracies in different Bandlet 

scales and block sizes using normalized 

Bandlet coefficients. 

We investigated the effect of concatenating the 

coefficients of different scales. In this case, we 

used only 2_2 block size. Fig. 6 shows the 

accuracy of the system in various concatenating 

scales. The concatenation of scales 0 and 2 

produced the highest accuracy, followed by 

scale 1 and 2. It can be noted 

that concatenating scales increased the 

processing time too much, which may hinder 

the goal of the system being used in mobile 

applications. Therefore, we did not proceed 

with the concatenating scales, rather we used 

the LBP on scale 0 only to increase the 

performance. 

In the proposed system, various invariants of 

the LBP were investigated. We applied the 

LBP on the normalized Bandlet with the block 

size 2X2 and scale 0. The variants of the LBP 

used are the basic LBP, the interpolated LBP 

with mode 0, uniform (u2), rotation invariant 

(ri), and rotation invariant uniform (riu2). The 

block size of the LBP was 16X16, and 

 

 
 

FIGURE 6. Accuracies in different 

concatenating Bandlet scales using block size 

of 2X2 using normalized Bandlet coefficients. 
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FIGURE 7. Accuracies using different LBP 

variants in Bandlet scale 0 and block size of 2 

X2. 

 
FIGURE 8. Accuracies in different number of 

Gaussian mixtures in the GMM. 

 

the number of Gaussian mixtures in the 

classi_cation stage was 32. The average 

accuracies are shown in Fig. 7. The basic LBP 

obtained the best accuracy of 99.8%. In fact, all 

the accuracies using the LBP were above 98%, 

which indicates the feasibility of the proposed 

system. To examine the effect of Gaussian 

mixtures in the classification stage, we fixed 

the parameters of the Bandlet transform as the 

block size of 2_2, scale 0, and normalized 

coef_cients, and the basic LBP with block size 

of 16 X16. The average accuracy of the system 

using various numbers of mixtures is shown in 

Fig. 8. As we see from the figure, 32 mixtures 

gave the highest accuracy of 99.8%, followed 

by 99.5% obtained with 64 mixtures. It can be 

mentioned that even we used TABLE 1. 

Confusion matrix of the proposed system using 

the JAFFE database. 

 
 

16 mixtures (lesser computation than 32 

mixtures), the accuracy would be above 94%. 

Table 1 shows the confusion matrix of the 

proposed system using the JAFFE database. 

The proposed system has the following 

parameters: Normalized Bandlet coef_cients, 

Bandlet block size of 2X2, scale 0, the basic 

LBP with block size 16X16, and 32 Gaussian 

mixtures. From the confusion matrix, we find 

that the happy and the neutral emotions had the 

highest accuracy of 99%, and the angry 

emotion had the lowest accuracy of 99.7%. On 

the average, the system took 1.2 seconds to 

recognize one emotion. 

 

TABLE 2. Confusion matrix of the proposed 

system using the CK database. 

 
 

Table 2 shows the confusion matrix of the 

proposed system using the CK database. The 

parameters are the same as described in the 

previous paragraph. From the table, we find 

that the anger emotion was mostly confused 
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with the disgust and the afraid emotions. Other 

emotions were recognized almost correctly. 

The system took 1.32 seconds on the average to 

recognize one emotion.  

 

TABLE 3. Confusion matrix of the proposed 

system using both the JAFFE and CK database. 

 
 

Table 3 gives a performance comparison of 

different emotion recognition systems. The 

proposed system outperforms all other related 

systems in both the databases. 

 

IV. CONCLUSION 

An emotion recognition system for mobile 

applications has been proposed. The emotions 

are recognized by face images. The Bandlet 

transform and the LBP are used as features, 

which are then selected by the KW feature 

selection method. The GMM based classifier is 

applied to recognize the emotions. Two 

publicly available databases are used to 

validate the system. The proposed system 

achieved 99.8% accuracy using the JAFFE 

database, and 99.7% accuracy using the CK 

database. It takes less than 1.4 seconds to 

recognize one instance of emotion. The high 

performance and the less time requirement of 

the system make it suitable to any emotion 

aware mobile applications. In a future study, 

we want to extend this work to incorporate 

different input modalities of emotion. 
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