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Abstract: 

The increasing popularity of crowd sourcing markets enables the application of crowd sourcing 

classification tasks. How to conduct quality control in such an application to achieve accurate 

classification results from noisy workers is an important and challenging task, and has drawn 

broad research interests. However, most existing works do not exploit the label acquisition 

phase, which results in their disability of making a proper budget allocation. Moreover, some 

works impractically make the assumption of managing workers, which is not supported by 

common crowd sourcing platforms such as AMT or Crowd Flower. To overcome these 

drawbacks, in this paper, we devise a DLTA (Dynamic Label Acquisition and Answer 

Aggregation) framework for crowd sourcing classification tasks. The framework proceeds in a 

sequence of rounds, adaptively conducting label inference and label acquisition. In each round, it 

analyzes the collected answers of previous rounds to perform proper budget allocation, and then 

issues the resultant query to the crowd. To support DLTA, we propose a generative model for the 

collection of labels, and correspondingly strategies for label inference and budget allocation. 

Experimental results show that compared with existing methods, DLTA obtains competitive 

accuracy in the binary case. Besides, its extended version, which plugs in the state-of-the-art 

inference technique, achieves the highest accuracy. 

 

Introduction 

The rise of crowdsourcing markets such as 

AMT (Amazon Mechanical Turk) [1] 

enables the utilization of crowd powers to 

solve human intelligence tasks. Many 

classification tasks (e.g., image annotation, 

sentiment analysis, and website 

classification) are posted on such platforms 

to attain labels. Given a set of items and 

their potential categories (labels), a 

classification task aims to recognize the true 

label for each item. For example, given a set 

of facial images, one may request the crowd 

to classify them into ‘smile’, ‘crying’ and  

 

‘angry’ according to the facial expressions. 

Apparently utilizing the crowd to perform 

such tasks is a wise choice, as personal 

inspection can be quite upset and 

burdensome when the number of items is 

large. However, due to the various expertise 

and reliability of workers, the labels 

provided by workers may have errors [30]. 

Acquiring multiple answers for each item 

and performing aggregation is a common 

practice to deal with such errors. According 

to the experiments on real crowdsourcing 

data [26], the simple majority voting 
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decision method has its limits on the 

accuracy. Therefore, how to obtain high-

quality classification results through 

crowdsourcing is still under a great concern. 

To achieve high-accuracy classification 

results from crowd, system-oriented 

approaches have been widely studied. 

System works [10], [3], [36] set up various 

system mechanisms to perform effective 

quality control. The problem lies in their 

setting that the system can determine which 

tasks are assigned to which workers. This is 

not possible on AMT and CrowdFlower 

where tasks are self-selected by the workers. 

The application scenario concerned in this 

paper is to help task requesters of common 

crowdsourcing markets (AMT and Crowd- 

Flower) to improve the classification 

accuracy. Therefore, instead of following 

these system works, in this paper, we focus 

on solutions that can be adopted by users of 

common platforms like AMT and 

CrowdFlower. There are basically two types 

of such solutions proposed so far. The first 

type of solutions is the pure inference 

methods [32], [7], [24], [33]. The input and 

output of these pure inference methods are 

the crowdsourced labels and the inferred 

labels respectively. They have not exploited 

the budget allocation issue in the label 

acquisition phase, and just conduct uniform 

budget distribution. The second kind of 

solutions [4], [2] considers both label 

inference and label acquisition. With 

parameters estimated in the inference phase, 

they allocate budget to tough items in the 

label acquisition phase. Benefited from a 

more effective usage of budget, these 

adaptive methods generally achieve a higher 

accuracy than pure inference methods. 

However, their drawback lies in the 

assumption of managing workers. In this 

assumption, the requesters can target a 

specific worker to answer questions. In other 

words, the requesters are able to assign tasks 

to specific workers. This is not possible on 

typical crowdsourcing markets like AMT or 

CrowdFlower, as stated in [18]. On common 

crowdsourcing platforms AMT and Crowd- 

Flower, requesters decide which tasks to 

ask, and the posted tasks are self-selected by 

the workers.  In pursuit of a higher 

classification accuracy using common 

platforms, we build a classification crowd 

sourcing framework in this paper, called 

Dynamic Label Acquisition and Answer 

Aggregation (DLTA, T means triple) 

framework. As shown in Figure 1, the 

DLTA framework follows an adaptive 

design for humanmachine- crowd 

interactions. In this framework, the machine 

serves as the medium between the user and 

the crowd. It proceeds in a sequence of 

rounds, and each round consists of two 

steps, the label inference (answer 

aggregation) step and the label acquisition 

step. In the label inference step, after the 

previous issued query is completed by the 

crowd, it conducts inference with new 

answers and then outputs its estimation to 

help the user decide the amount of budget 

for next round. The budget is given 

dynamically in a round manner in real-time 

by the user. In the label acquisition step, 

given the budget for the next round by the 

requester, the machine allocates the budget 

among items, and then issues the 

corresponding query to the crowd through 
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platforms like AMT. Note that in the label 

acquisition step, the requester can 

alternatively choose to stop whenhe/she is 

satisfied with the present output. 

Existing system: 

The increasing popularity of crowd sourcing 

markets enables the application of crowd 

sourcing classification tasks. How to 

conduct quality control in such an 

application to achieve accurate classification 

results from noisy workers is an important 

and challenging task, and has drawn broad 

research interests. However, most existing 

works do not exploit the label acquisition 

phase, which results in their disability of 

making a proper budget allocation. 

Proposed system 

we devise a DLTA (Dynamic Label 

Acquisition and Answer Aggregation) 

framework for crowd sourcing classification 

tasks. The framework proceeds in a 

sequence of rounds, adaptively conducting 

label inference and label acquisition. In each 

round, it analyzes the collected answers of 

previous rounds to perform proper budget 

allocation, and then issues the resultant 

query to the crowd. To support DLTA, we 

propose a generative model for the 

collection of labels, and correspondingly 

strategies for label inference and budget 

allocation. Experimental results show that 

compared with existing methods, DLTA 

obtains competitive accuracy in the binary 

case. Besides, its extended version, which 

plugs in the state-of-the-art inference 

technique, achieves the highest accuracy. 

 

 

 

Modules: 

Password Policy:- 

Our system imposes the following less 

restricted and practical to implement 

conditions on password selection. 

1) Username or its sub-string should not 

appear in the password. 

2) The password should contain at least 8 

characters including alphabets, special 

symbols and digits. 

Typo-Safety: 

Very high probability by maintaining a 

minimum distance between the password 

and each generated honey word. We suggest 

using ‘Levenshtein distance’ to compute the 

distance between password and honey 

words. ‘Lavenshtein distance’ is calculated 

by counting the number of deletions, 

insertions, or substitutions required to 

transform one string into another. It can be 

used to calculate distances between variable 

length strings. In this way, all types of 

human typing errors can be taken into 

account. Legacy-UI password changes: 

Evolving password model:- 

Define the key terms for the better 

understanding of the scheme. These terms 

are defined with respect to the available 

disclosed password databases. 

Token: We consider token as a sequence of 

characters that can be treated as a single 

logical entity. In our context, for a given 

password, tokens are the alphabet-strings 

(A), digit-strings (D) or special-character-

strings(S). 

Pattern: The different combinations of 

tokens form patterns for a password, e.g., 

ADS1, AS2D, S1AS1D etc. Note: To create 

honey words indistinguishable from user 
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password we do not preserve length of 

alphabets and digits, however we preserve 

the length of special-characters. Therefore 

the length of the special-character is 

mentioned as a subscript of S in the 

representation of pattern. 

Frequency: It is the number of occurrences 

of the tokens or the password pattern in the 

available password database. 

User-profile model: It generates honey 

words by combining some details from the 

user profile and checks the threshold of 

minimum distance with the password. 

i) Create separate list of tokens named, 

token digits, token alphabet, token special 

Char from the information provided in user 

profile. 

ii) To create k honey words, take k different 

combinations of elements from each token 

lists, satisfying the password policy of the 

service. 

iii) Compare the tokens of the password 

with the tokens of the honey word. Reject 

the honey word if more than one token 

matches with password. 

Conclusion: 

In this paper, we propose DLTA, a 

framework for dynamic crowd sourcing 

classification tasks. It overcomes the 

drawbacks of existing works and is general 

and flexible. To implement the framework, 

we devise a joint probabilistic model for the 

generation of crowd sourced labels. 

Subsequently, techniques for label inference 

and budget allocation are deducted and 

presented. More specifically, we adopt the 

EM approach to estimate the model’s 

parameters and the posterior probabilities of 

items’ ground truth. Then, we formulate the 

budget allocation problem in the label 

acquisition phase, and propose the round-

robin based Greedy algorithm as a solution. 

Finally, by comparison with the state-of-the-

art methods, experimental results on both 

real and synthetic data demonstrate the 

significance of our method.  
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