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Abstract: 

K nearest neighbor (kNN) method is a popular classification method in data mining and statistics 

because of its simple implementation and significant classification performance. However, it is 

impractical for traditional kNN methods to assign a fixed k value (even though set by experts) to 

all test samples. Previous solutions assign different k values to different test samples by the cross 

validation method but are usually timeconsuming. This paper proposes a kTree method to learn 

different optimal k values for different test/new samples, by involving a training stage in the 

kNN classification. Specifically, in the training stage, kTree method first learns optimal k values 

for all training samples by a new sparse reconstruction model, and then constructs a decision tree 

(namely, kTree) using training samples and the learned optimal k values. In the test stage, the 

kTree fast outputs the optimal k value for each test sample, and then, the kNN classification can 

be conducted using the learned optimal k value and all training samples. As a result, the 

proposed kTree method has a similar running cost but higher classification accuracy, compared 

with traditional kNN methods, which assign a fixed k value to all test samples. Moreover, the 

proposed kTree method needs less running cost but achieves similar classification accuracy, 

compared with the newly kNN methods, which assign different k values to different test samples. 

This paper further proposes an improvement version of kTree method (namely, k*Tree method) 

to speed its test stage by extra storing the information of the training samples in the leaf nodes of 

kTree, such as the training samples located in the leaf nodes, their kNNs, and the nearest 

neighbor of these kNNs. We call the resulting decision tree as k*Tree, which enables to conduct 

kNN classification using a subset of the training samples in the leaf nodes rather than all training 

samples used in the newly kNN methods. This actually reduces running cost of test stage. 

Finally, the experimental results on 20 real data sets showed that our proposed methods (i.e., 

kTree and k*Tree) are much more efficient than the compared methods in terms of classification 

tasks. 

Architecture 

 

Introduction: 

DIFFERENT from model-based methods 

which first learn models from training 

samples and then predict test samples with 

the learned model [1]–[6], the model-free k 

nearest neighbors (kNNs) method does not 
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have training stage and conducts 

classification tasks by first calculating the 

distance between the test sample and all 

training samples to obtain its nearest 

neighbors and then conducting kNN 

classification1 (which assigns the test 

samples with labels by the majority rule on 

the labels of selected nearest neighbors). 

Because of its simple implementation and 

significant classification performance, kNN 

method is a very popular method in data 

mining and statistics and thus was voted as 

one of top ten data mining algorithms [7]–
[13]. 

Previous kNN methods include: 1) assigning 

an optimal k value with a fixed expert-

predefined value for all test samples [14]–
[19] and 2) assigning different optimal k 

values for different test samples [18], [20], 

[21]. For example, Lall and Sharma [19] 

indicated that the fixed optimal-k-value for 

all test samples should be k = √ n (where n > 
100 and n is the number of training 

samples), while Zhu et al. [21] proposed to 

select different optimal k values for test 

samples via tenfold cross validation method. 

However, the traditional kNN method, 

which assigns fixed kNNs to all test samples 

(fixed kNN methods for short), has been 

shown to be impractical in real applications. 

As a consequence, setting an optimal-k-

value for each test sample to conduct kNN 

classification (varied kNN methods for 

short) has been becoming a very interesting 

research topic in data mining and machine 

learning [22]–[29].A lot of efforts have been 

focused on the varied kNN methods, which 

efficiently set different optimal-k-values to 

different samples [20], [30], [31]. For 

example, Li et al. [32] proposed to use 

different numbers of nearest neighbors for 

different categories and Sahigara et al. [33] 

proposed to employ the Monte Carlo 

validation method to select an optimal 

smoothing parameter k fore each test 

sample. Recently, Cheng et al. [20] 

proposed a sparse-based kNN method to 

learn an optimal-k-value for each test 

sample and Zhang et al. [30] studied the 

kNN method by learning a suitable k value 

for each test sample based on a 

reconstruction framework [34]. Previous 

varied kNN methods usually first learn an 

individual optimal-k-value for each test 

sample and then employ the traditional kNN 

classification (i.e., majority rule on k 

training samples) to predict test samples by 

the learned optimal-k-value. However, either 

the process of learning an optimal-k-value 

for each test sample or the process of 

scanning all training samples for finding 

nearest neighbors of each test sample is 

time-consuming. Therefore, it is challenging 

for simultaneously addressing these issues 

of kNN method, i.e., optimal-k-values 

learning for different samples, time cost 

reduction, and performance improvement. 

To address aforementioned issues of kNN 

methods, in this paper, we first propose a 

kTree2 method for fast learning an optimal-

k-value for each test sample, by adding a 

training stage into the traditional kNN 

method and thus outputting a training 

model, i.e., building a decision tree (namely, 

kTree) to predict the optimal-k-values for all 

test samples. Specifically, in the training 
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stage, we first propose to reconstruct each 

training sample by all training samples via 

designing a sparse-based reconstruction 

model, which outputs an optimal-k-value for 

each training sample. We then construct a 

decision tree using training samples and 

their corresponding optimal-k-values, i.e., 

regarding the learned optimal-k-value of 

each training sample as the label. The 

training stage is offline and each leaf node 

stores an optimal-k-value in the constructed 

kTree. In the test stage, given a test sample, 

we first search for the constructed kTree 

(i.e., the learning model) from the root node 

to a leaf node, whose optimal-k-value is 

assigned to this test sample so that using 

traditional kNN classification to assign it 

with a label by the majority rule. 

There are two distinguished differences 

between the previous kNN methods [20], 

[30] and our proposed kTree method. First, 

the previous kNN methods (e.g., fixed kNN 

methods and varied kNN methods) have no 

training stage, while our kTree method has a 

sparse-based training stage, whose time 

complexity is O(n2) (where n is the sample 

size). It is noteworthy that the training stage 

of our kTree method is offline. Second, even 

though both the varied kNN methods and 

our proposed kTree method (which can be 

regarded as one of varied kNN methods) 

first search the optimal-k-values and then 

conduct traditional kNN classification to 

classify the test sample with the learned 

optimal-k-values, the previous methods need 

at least O(n2) time complexity to obtain the 

optimal-k-values due to involving a sparse-

based learning process, while our kTree 

method only needs O(log(d) + n) (where d is 

the dimensions of the features) to do that via 

the learned model, i.e., the kTree. It is also 

noteworthy that the process of traditional 

fixed kNN method assigning a fixed k value 

to all test samples needs at least O(n2d) via 

scanning all training samples for each test 

sample. 

Existing system: 

There are two distinguished differences 

between the previous kNN methods [20], 

[30] and our proposed kTree method. First, 

the previous kNN methods (e.g., fixed kNN 

methods and varied kNN methods) have no 

training stage, while our kTree method has a 

sparse-based training stage, whose time 

complexity is O(n2) (where n is the sample 

size). It is noteworthy that the training stage 

of our kTree method is offline. Second, even 

though both the varied kNN methods and 

our proposed kTree method (which can be 

regarded as one of varied kNN methods) 

first search the optimal-k-values and then 

conduct traditional kNN classification to 

classify the test sample with the learned 

optimal-k-values, the previous methods need 

at least O(n2) time complexity to obtain the 

optimal-k-values due to involving a sparse-

based learning process, while our kTree 

method only needs O(log(d) + n)  (where d 

is the dimensions of the features) to do that 

via the learned model, i.e., the kTree. It is 

also noteworthy that the process of 

traditional fixed kNN method assigning a 

fixed k value to all test samples needs at 

least O(n2d) via scanning all training 

samples for each test sample. 
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Proposed system: 

In this paper, we first propose a kTree2 

method for fast learning an optimal-k-value 

for each test sample, by adding a training 

stage into the traditional kNN method and 

thus outputting a training model, i.e., 

building a decision tree (namely, kTree) to 

predict the optimal-k-values for all test 

samples. Specifically, in the training stage, 

we first propose to reconstruct each training 

sample by all training samples via designing 

a sparse-based reconstruction model, which 

outputs an optimal-k-value for each training 

sample. We then construct a decision tree 

using training samples and their 

corresponding optimal-k-values, i.e., 

regarding the learned optimal-k-value of 

each training sample as the label. The 

training stage is offline and each leaf node 

stores an optimal-k-value in the constructed 

kTree. In the test stage, given a test sample, 

we first search for the constructed kTree 

(i.e., the learning model) from the root node 

to a leaf node, whose optimal-k-value is 

assigned to this test sample so that using 

traditional kNN classification to assign it 

with a label by the majority rule. 

Modules: 

1. Reconstruction 

Denote by training samples represent 

the number of trainingsamples and 

features, in this section, we design to 

use trainingsamplesto reconstruct 

themselves, i.e., reconstruct 

eachtraining sample, with the goal 

that the distance betweenand(where 

the reconstructioncoefficient matrix) 

is as small as possible. To do this, we 

usea least square loss function. 

2. K Tree Method 

The kNN based on graph sparse 

reconstruction (GS-kNN) method in 

used to reconstruct test samples by 

training samples to yield good 

performance. However, it is time 

consuming predicting each test 

sample, where n is the number of 

training samples. To overcome this, 

we propose a training stage to 

construct a k-decision tree (namely, 

kTree) between training samples and 

their corresponding optimal-k-

values. The motivation of our 

method is that we expect to find the 

relationship between training 

samples and their optimal-k-values 

so that the learned kTree enables to 

output an optimal-k-value for a test 

sample in the test stage. 

3. k*Tree Classification 

In the training stage, the proposed 

k*Tree method constructs the 

decision tree (namely, k*Tree) by 

using the same steps of kTree 

described in Section III-D. Their 

difference is the information in the 

leaf nodes. That is, kTree stores the 

optimalk- value in leaf nodes, while 

k*Tree stores the optimal-k-value as 

well as other information in the leaf 

nodes, including a subset of training 

samples located in this leaf node, the 

kNNs of each sample in this subset, 

and the nearest neighbor of each of 

these kNNs. 
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Algorithm 

kNN algorithm 

In pattern recognition, the k-nearest 

neighbors algorithm (k-NN) is a non-

parametric method used 

for classification and regression. In both 

cases, the input consists of the k closest 

training examples in the feature space. The 

output depends on whether k-NN is used for 

classification or regression: 

 In k-NN classification, the output 

is a class membership. An object 

is classified by a majority vote of 

its neighbors, with the object 

being assigned to the class most 

common among its k nearest 

neighbors (k is a positive integer, 

typically small). If k = 1, then the 

object is simply assigned to the 

class of that single nearest 

neighbor. 

 In k-NN regression, the output is 

the property value for the object. 

This value is the average of the 

values of its k nearest neighbors. 

k-NN is a type of instance-based 

learning, or lazy learning, where the 

function is only approximated 

locally and all computation is 

deferred until classification. The k-

NN algorithm is among the simplest 

of all machine learning algorithms. 

Conclusion: 

In this paper, we have proposed two new 

kNN classification algorithms, i.e., the 

kTree and the k*Tree methods, to select 

optimal-k-value for each test sample for 

efficient and effective kNN classification. 

The key idea of our proposed methods is to 

design a training stage for reducing the 

running cost of test stage and improving the 

classification performance. Two set of 

experiments have been conducted to 

evaluate the proposed methods with the 

competing methods, and the experimental 

results indicated that our methods 

outperformed the competing methods in 

terms of classification accuracy and running 

cost. In future, we will focus on improving 

the performance of the proposed methods on 

high-dimensional data. 
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