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Abstract- With the advancement of multimedia technology, large number of images is used in different 

areas such as medical applications, military, computer vision applications, agriculture etc. For retrieval 

process feature representation is the main important task for an efficient system. In this paper we use 2 

different models of CNN architectures i.e., VGG19, Inception and compared their performances. Using 

CNN architectures generated the feature vectors for a database images and query image. Compute the 

Euclidean distance between the query and database feature vectors & if the distance between these 2 vectors 

is less then it more similar to the query image. The CNN models are tested on the corel-1k data base. The 

system performance can be computed by using precision, recall. 

Key Words: CBIR, CNN architecture, Precision, Recall. 

 

I.   INTRODUCTION 

Recently, Pictures are extensively used because an 

image gives a lot of information compared to the 

text. Due to the fast increase of digital technologies 

like computers and internet services makes it 

possible to store and send large amounts of images. 

Instead of downloading, image retrieval has been 

needed in modern eras. Content Based Image 

Retrieval (CBIR) can be considered as the effective 

techniques to use visual data [1]. In this method 

mainly image retrieval done based on the image 

content itself like shape color, image structure etc., 

rather than the interpreted text of an image. Data 

mining is strongly challenged by traditional database 

technologies, but traditional text objects cannot meet 

the needs of the image database. The traditional way 

of notifying images using text does not 

automatically have an image description. In order to 

implement CBIR, the system must comprehend and 

deduce the contents of the image. The display index 

must be automatically generated, which affords a 

more graphical interface for downloaders. CBIR 

denotes that contents of an image are directly 

extracts itself that will be searched in the image 

database. The basic notion of CBIR is to evaluate 

image data from low-level image functions, 

including color, texture and shape, as well as create 

feature vector functions, such as your index. 

Extraction methods focus on such extraction and are 

basically implemented in line with multi-

dimensional images.  

Being images having a lot of information and no 

language barriers to enable global interactions. So, 

CBIR has extensive and significant applications in 

several fields such as, scientific, medical, 

educational, architectural design, Ministry of Justice 

etc.  The feature is the key basis for CBIR, which is 

a visual image property. The function is universal 
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for the whole or basic image for a small pixel group. 

Depending on the method implemented   in the 

CBIR, functions are categorized into low-level 

features and high-level features. Low-level features 

are used to remove the distinction between objects 

in the world and information in the description of 

the scene. High-level features are used to eradicate 

differences between info that can be retrieved from 

visible data & translations, where same data is 

delivered to users provided in a given condition. In 

general low-level features include objects that 

reflect color, shape or texture & spatial points in the 

image [2]. Due to its reliability, efficiency, ease of 

implementation and low color storage requirements, 

the most powerful features and most CBIR systems 

use color. Texture features are another feature that is 

used in CBIR, which aims to encapsulate details and 

patterns in the image area. Some researchers aim to 

reduce the gaps between the visual features and the 

diversity of human senses. To develop the high-level 

features for CBIR, the object-ontology is used to 

determine the advanced concept. Relative feedback 

was added to the into the retrieval loop for learning 

of user intents and semantic models were produced 

to foundation for high-level image retrieval.Basics 

related to CNN are discussed in part- II.  CBIR 

using CNN architectures are deliberated in part- III. 

In section IV we presented the experimental results 

of a system. This paper concludes in part-V. 

II.   BASICS RELATED TO CNN 

Basic architecture for a CNN consists of 

mainly convolutional layer, pooling layer and fully 

connected layers. 

Convolutional layers: 

It is the main building block for CNN architectures. 

In convolutional layer, convolution operation occurs 

in between each block of an image and the filter. To 

do this convolution operation size of the filter and 

size the block from an image should be same. 

 

 

 

Fig 2.1: convolutional layer operation 

Pooling layer:  

The important layer in CNN is pooling. It is 

one of the methods to reduce the size of an image 

without loss of the most important features. The 

operation occurs in pooling layer is divide an image 

into small 2 × 2 blocks and take 1 each pixel from 

each block of an image. If the outcome pixel is the 

largest of all pixels in a block then it is known as 

max -pooling. 

 

(A) 

 

(B) 

Fig 2.2: process for Max-pooling layer 
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III. CNN ARCHITECTURES 

In this paper we use 2 different CNN 

architectures i.e., VGG19 model & INCEPTION 

models.VGG19 model having 19layers.It contains 

successive convolutional layers followed by polling 

layers.VGG19 architecture is as shown below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3.1: VGG19 

In Google Net contains multiple of inception 

modules stacked one over other. 

Because these Inception modules are placed on 

each other's statistics on the implications of the 

result of their change: as features of higher 

abstraction are captured by higher layers, their 

spatial concentration is expected to decrease. This 

shows that the ratio of the 3×3 and 5×5 convolutions 

should be increased when moving to a higher layer. 

 

 
 

 

 
Figure 3.2 : Inception modules 

After database is trained using CNN architecture and 

generate the feature vectors and construct the feature 

database from the images of a database. The 

extraction process has been initiated when a user 

asks a system using an example image or a drawing 

of the object. For a query image also feature vector 

computed using the same process that is used to 

create an entry database.  Similarity measure is used 

to compute the Euclidean distance between the 

feature database images & the query image 
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Fig 3.3: CBIR architecture 

IV. EXPERIMENTAL RESULTS 

We use Corel -1k database is used for testing the 

CNN architectures. Corel database consists of 1000 

RGB color images having 10 various categories. 

 

 
Figure 4.1: sample images in Corel image database 

The performance of the system can be computed 

with the help of Recall, Precision, and F-score. 

The following equations for calculating the 

Precision, Recall 

 

 
 

 

 

 

 

  

 

 

 

 

 

Fig 4.2: Retrieval results of query ‘Roses’ for 

VGG19 model 

 

  

A. Average recognition time 

V.    CONCLUSION 

   

 

 

 

 

 

Fig 4.3: Retrival results of query ‘Roses’ for 

Inception model 
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(a) 

 

(b) 

 

(C) 

Fig: 4.4 (a),(b), (c) Confusion Matrix --- Top - 

1,Top-  5,Top - 10 images for VGG19 model 

 

(a) 

 
(b) 

 

 

 

 

 

 

 

 

 

 

 

(c) 

Fig: 4.5 (a),(b) ,(c) Confusion Matrix --- Top -1,Top 

-5,Top- 10 images for Inception model 

(



Vol 07 Issue12, Nov 2018                                                    ISSN 2456 – 5083 Page 120 
 

 

Table: precision (%) for Corel Dataset (VGG19 

architecture) 

categories Top- '1'  Top-'5' 
Top -

'10' 

People 100 98.21 93.13 

Beach 100 75.31 73.16 

Buildings 100 96.8 92.14 

Buses 100 98.32 98.34 

Dinosaurs 100 97.99 98.99 

Elephants 100 92.68 94.34 

Flowers 100 96.15 97.08 

Horses 100 100 97.56 

Mountains 100 83.83 86.72 

Food 100 96.77 95.49 

 

Table: Recall (%) for Corel Dataset (VGG19 

architecture) 

categories Top -'1'  Top- '5' 
Top- 

'10' 

People 100 90 83.75 

Beach 100 77.14 81.43 

Buildings 100 70 81.67 

Buses 100 97.14 99 

Dinosaurs 100 97.14 98.89 

Elephants 100 80 98 

Flowers 100 100 100 

Horses 100 100 100 

Mountains 100 80 85.56 

Food 100 75.71 97 

 

Table: precision (%) for Corel Dataset (Inception 

architecture) 

categories Top '1'  Top- '5' 
Top- 

'10' 

People 100 100 97.95 

Beach 100 85.9 84.96 

Buildings 100 93.46 96.4 

Buses 100 98.29 94.7 

Dinosaurs 100 85.83 84.61 

Elephants 100 100 96.64 

Flowers 100 96.15 97.08 

Horses 100 97.56 94.56 

Mountains 100 95.66 97.76 

Food 100 100 98.75 

 

Table: Recall (%) for Corel Dataset (Inception 

architecture) 

categories Top- '1'  Top -'5' 
Top- 

'10' 

People 100 85 80 

Beach 100 91.43 95.75 

Buildings 100 81.67 76.67 

Buses 100 96 97 

Dinosaurs 100 100 96.67 

Elephants 100 96 96 

Flowers 100 100 100 

Horses 100 100 100 

Mountains 100 100 98.89 

Food 100 100 99 

VI. CONCLUSION 

In this paper we implement CBIR systems using 

VGG19 & inception CNN models and its 

comparison. When compared to inception, VGG19 

needs more computational time as well as memory 

due to their huge width of the convolutional layers 

and also inception yields good performance in terms 

of precision and recall on the Corel-1k.  
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