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Abstract 

Forecasting household energy consumption is challenging due to the diverse patterns of 

energy use. However, accurate predictions are essential for optimizing energy production 

and distribution in a sustainable and efficient manner. Researchers have developed 

artificial intelligence-based models to forecast energy demand, including Long Short-Term 

Memory (LSTM) models. With its capacity for accurately and quickly forecast load capacity, 

the LSTM model is useful for the early detection and handling of power system fault 

emergencies. The LSTM model is a promising approach that has the potential to improve 

the performance of power systems. In this paper, three houses consumption data of the 

January month has been considered and analysed by using LSTM. The results of actual 

consumption and predicted consumption are drawn by matplot in python which describes 

the effectiveness of the LSTM. 

KEYWORDS: Load Forecasting, Long Short Term Memory, Time Series, Neural Network, 

Recurrent Neural Network 

 

1.Introduction 

As the world's population grows and living 

conditions improve, residential energy 

usage continues to increase steadily. In 

order to keep the supply and demand for 

electricity in balance, power generation 

and distribution systems need accurate 

forecasts of power consumption. The 

Variations in electric power usage are 

mostly influenced by the amount of 

electric appliances in a home and the 

behaviour of individuals. To correctly 

forecast household energy usage, machine 

learning (ML) and deep learning (DL) 

techniques are used [1]. Precise 

household energy usage forecasting is 

crucial for optimizing power generation 

and distribution. DL models such as CNN 

and LSTM, combined with The accuracy 

of energy consumption forecasts can be 

increased with the help of social IoT-

based smart metre readings. 

It suggests a hybrid deep learning 

approach that blends CNN and LSTM 
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models [2] in order to forecast the total 

generative active power of single homes' 

weekly energy usage. To enable 

implementation in practical applications, 

such as social IoT-based smart grid 

planning, the study used multi-step 

forecasting [3]. To avoid future system 

failures, better forecasting methods that 

can handle the complexities are required. 

There are no [4] connections between the 

brain units of the buried layer in the 

conventional unidirectional neural 

network (NN) paradigm. However, a 

fundamental drawback of conventional 

NN models is their inability to take into 

account past and future training data on 

the current output [5]. Other studies have 

evaluated load forecasting systems based 

on artificial neural networks. 

The single processing function of 

Recurrent Neural Network (RNN) neural 

units can cause gradient disappearance 

or explosion during repeated training, 

which has a negative impact on the 

forecasting results' accuracy. The Long 

Short-Term Memory (LSTM) neural 

network is one kind of RNN [6]. Four 

processing segments make up its neural 

unit, which aid in resolving the gradient 

disappearance or explosion issue by 

handling both initial and cyclical initial 

data. Several forecasting applications 

have used LSTM, including market 

behaviour learning and forecasting LSTM-

based trading technology analysis 

methodology and  

 

successful short-term load forecasting 

methodology [7-10]. However, there are 

few studies on the use of LSTM to predict 

load, according to research. 

The Household Power Consumption have 

been analysed using LSTM technique in 

ML. The document is structured as shown 

below. In Section II, power consumption 

analysis is briefly discussed. Section III is 

about the methodology i.e., Long Short 

Term Memory. Before the article is ended 

in Section V, Section IV presents case 

studies on the household power 

consumption prediction. 

POWER CONSUMPTION ANALYSIS 

The Load Forecasting w.r.t power 

consumption is a crucial component of 

energy management systems since it aids 

in system operators schedule spinning 

reserve allocation and plan for energy 

interchange with other utilities. Accurate 

load prediction is essential for minimizing 

operating costs and ensuring power 

supply reliability. Underestimating 

demand can result in under capacity, 

leading to poor service quality and 

potential blackouts. Overestimating 

demand, on the other hand, can result in 

excess capacity and additional costs for 

the utility. Therefore, it is crucial to 

ensure the accuracy of load forecasts to 

optimize energy management. 
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Fig 1: Forecasting Methods 

Apart from accurate forecasting, programs 

for demand-side management and pricing 

structures should also be highlighted. 

Supply-side management programs aim to 

alter the system load shape and are based 

on hourly load forecasts and end-use 

components. Four processing segments 

make up its neural unit, which aid in 

resolving the gradient disappearance or 

explosion issue load forecasting w.r.t 

power consumption. 

Different methods as shown in Fig1 are 

suitable for different situations, and the 

choice of a forecasting technique is based 

on the forecasts with the required amount 

of detail and the facts at hand. To choose 

the most logical approach, it may be 

appropriate to evaluate forecasts from 

different methods. Each utility must 

therefore select the method that is most 

suited to the needs of its own application. 

 

 

LONG SHORT TERM MEMORY 

The LSTM network is capable of learning 

long-term and short-term features of 

training data, making it a useful tool for 

load forecasting w.r.t power consumption. 

However, the performance of LSTM 

prediction is dependent on the quality of 

input data. These are the precise steps for 

K-means clustering: First, K samples are 

randomly chosen as centroids to establish 

K groups' K centroids. Second, each 

sample is assigned to the closest group 

based on the Euclidean distance between 

it and each centroid. Thirdly, once all 

centroids stop changing, signalling the 

completion of the clustering procedure, 

the centroids are updated by averaging 

each group. K groups of training data are 

supplied to K separate LSTM networks 

once the training data have been 

clustered. A new data sample is received, 

the Euclidean distance between it and 

each centroid is determined, and it is then 

assigned to the group that is closest to it. 

Then, to forecast, the appropriate LSTM 

neural network is utilised the power load 

consumption at the next moment. The 

method of LSTM network-based power 

load forecasting is illustrated in the Fig2 

and Fig3. 
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Fig 2: Flowchart of LSTM 

 

Fig 3: Schematic representation of 

LSTM 

In this study, the LSTM architecture 

was built using Python, and Back 

Propagation Through Time (BPTT) 

were chosen for the network's 

training. The parameters for the 

LSTM network, such as the  

 

activation function, loss function, 

and optimizer, were set accordingly.  

The forecasting results of the LSTM 

network were presented in the 

paper. In summary, the proposed 

method of clustering data using the 

K-means algorithm and using 

multiple LSTM networks for load 

forecasting has the capacity to 

increase forecasting precision. 

However, the effectiveness of the 

method is dependent on the quality 

of input data and appropriate 

parameter settings for the LSTM 

network. 

RESULTS 

Initially, the LSTM model need to be 

trained by providing the dataset. 

Then the model is prepared to 

predict the consumption of the 

testing data set. For household load 

forecasting using LSTM, three 

datasets from three houses have 

been considered as shown in tables 

1,2,3. The three datasets are in the 

form of excel sheet. The code which 

takes the input data from excel file 

gives the output as actual 

consumption vs predicted 

consumption plots by using matplot 

library in python. The excel file 

which contains two columns date 

and consumption. The data of the 

month January 2022 has been 

considered. The plots are shown in 

Fig4, Fig5 and Fig6 for houses 1, 2 

and 3 respectively. From Fig4, it has 

been observed that the maximum 

consumption is 188.57kwh on 17th 

January and minimum consumption 
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is 79.43kwh on 13th January. From 

Fig5, it has been observed that the 

maximum consumption is 

206.08kwh on 1st January and 

minimum consumption is 

100.24kwh on 13th January. From 

Fig6, it has been observed that the 

maximum consumption is 

200.34kwh on 1st January and 

minimum consumption is 82.57kwh 

on 13th January. From the three 

test cases, the maximum power 

consumption for 2nd and 3rd 

houses is on same date i.e. 1st 

January. The minimum power 

consumption for all the three houses is 

on same date i.e. 13th January. Further, 

from figures 4 to 6, it has been observed 

that the actual consumption is very 

close to the prediction which indicates 

the effectiveness of the LSTM. 

Table 1: Electricity consumption(kwh) 
Data of House 1 

 
 
 

Table 2: Electricity consumption(kwh) 
Data of House 2 

 

 
 

Table 3: Electricity consumption(kwh) 
Data of House 3 
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Fig 4 : Actual Consumption vs Prediction 
plot for House1 

 

 
Fig 5: Actual Consumption vs Prediction 

plot for House 2 
 
 

 
Fig 6: Actual Consumption vs Prediction 

plot for House 3 
 

 

CONCLUSION  

In this study, three houses January 

consumption data has been considered 

and analysed using LSTM. Python's 

matplot has been used to analyse the 

results of actual vs. expected 

consumption. Results are more accurate 

when utilising LSTM than with older 

models. Electricity Load forecasting w.r.t 

power consumption is the time series 

forecasting problem. Time series 

forecasting issues are well suited to 

LSTM. This study uses deep learning 

models to predict electrical energy use in 

singlefamily homes using data from smart 

metre readings collected through the 

Social IoT. Short-term load forecasting 

has become more crucial with the 

emergence of smart grids. Predictions of 

power use may be significantly impacted 

by variables like the weather. 
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