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Abstract 

The Water quality has deteriorated significantly over the last few decades owing to 

contamination and other factors. As a result, a model capable of making accurate estimates 

regarding water quality is required. Keeping track of the treated water outflow is critical for 

the stability and conservation of the environment. Moreover, inadequate sanitary facilities 

and a lack of knowledge contribute significantly to drinking water pollution. Water quality 

degradation has far-reaching consequences, including harming health, the environment, 

and infrastructure. Waterborne infections kill more than 1.5 million people (about the 

population of West Virginia) each year, according to the United Nations (UN), much more 

than accidents, crimes, and terrorism. As a result, it is extremely crucial to forecast the 

quality of water. Earlier, water quality was checked manually. Yet, systems taught with 

machine-learning methods such as Linear Regression and SVM (Support Vector Machines) 

classifiers are later employed independently. The present implementation predicts the 

quality of water utilizing different Supervised Machine Learning methods such as Linear 

Regression, K-Nearest Neighbour, Decision trees, XGBoost, and Random Forest trees. 

Finally, this study seeks the algorithm that provides the highest accuracy while still 

maintaining water quality. This study compares multiple Machine Learning algorithms in 

tracking the water purity through KNN, Decision tree, Random Forest trees, SVM, and 

Gradient Boosting Classifier. The Water Quality Index dataset from Kaggle was used to train 

this model. 

 

Keywords: Water Quality prediction; Supervised Machine Learning; KNN; SVM; Decision 

Tree; XGBoost; Random Forest trees 

 

1 Introduction 

Water is the most significant 

supply, essential for all forms of life; 

unfortunately, it is constantly polluted. In 

terms of communication and reach, water 

is one of the most effective media. A result 
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of more development is a decline in water 

quality. Bad water quality has been 

identified as one of the key contributors to 

the spread of heinous illnesses. According 

to estimates, 80% of infections in 

underdeveloped nations are water-borne, 

resulting in 6 million deaths and 3 billion 

affected by chronic diseases. [1] The most 

common diseases in India are nausea, 

cholera, stomach flu, crypto-sporidium 

illnesses, and various types of hepatitis. 

[2]. Every year, water-borne illnesses cost 

India's GDP 0.6-1.44%. [3]. As a result, it 

is a crucial issue, especially in emerging 

countries like India. Nowadays, expensive 

and time-consuming lab and statistical 

analyses are used to evaluate water 

quality. These investigations require the 

collecting of samples, conveyance to labs, 

and a substantial amount of time and 

computation. If water is contaminated 

with disease-causing waste, speed is of 

the essence because it is a communicable 

medium. [4]. This study is based on a 

dataset obtained by the India Council of 

Research that specifies whether water is 

safe to be consumed by people, where 1 

shows drinkable and 0 shows not fit for 

drinking.  

{https://www.kaggle.com/dataset/shikad

iwal/water-potability/). On the dataset, a 

representative collection of supervised 

Machine Learning algorithms was used to 

predict the water quality index (WQI). 

 

2. Literature Survey 

The methods that have been 

employed to alleviate problems with water 

quality are examined in this paper. Yet, 

other studies use machine learning 

techniques to find the optimum answer to 

the water quality problem. Classical 

laboratory testing and statistical methods 

are typically used in research to assist 

determine water quality. We learned more 

about India's water quality issue through 

analysis that made use of laboratory 

evaluations. Daud et al. [5] collected 

samples taken from multiple locations in 

India and used a manual lab analysis to 

assess them against various criteria, 

discovering a significant presence of 

Escherichia bacteria due to commercial 

and drainage waste. Alamgir et al. [6] 

looked at 45 variable samples. We 

investigated studies using machine 

learning approaches in the field of water 

quality after becoming acquainted with 

water quality research in India. Shafi et 

al. [7] employed 16 metrics for measuring 

water quality and an ANN with Bayesian 

regularisation to calculate the WQI. In 

order to forecast the WQI, Gazzaz et al. [8] 

used ANN. They discovered that their 

model accounted for 97.5% of the data's 

variation. They used 23 features to 

anticipate the WQI based on the cost of 

the sensors, which turned out to be fairly 

expensive when applied to an IoT system. 

The greatest number of studies either 

relied on physical laboratory analysis to 

compute the WQI, did not assess the WQI 

standard, or used too many factors to be 

effective. These ideas are enhanced by the 

proposed methodology. 
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3. Problem Identification 

Degradation of water quality has 

far-reaching consequences, including 

harm to health, the environment, and 

infrastructure. Waterborne infections kill 

over 1.5 million people, far outnumbering 

accidents, crimes, and terrorism. As a 

result, forecasting water quality is critical. 

Previously, water quality was manually 

checked. Even though systems taught 

using Machine Learning methods such as 

Linear Regression and SVM classifiers are 

used individually. The current 

implementation predicts the quality of 

water using various supervised machine 

learning methods. 

 

4. Proposed Methodology 

The bulk of research used 

conventional lab analysis, could not 

forecast the criteria for water quality, or 

had far too many variables. Figure 1 

shows the methodology being used and 

the suggested technique that expands on 

these concepts. 

 

Figure 1. Methodology flow 

5. Implementation: 

5.1 Data pre-processing 

Utilizing a box plot analysis, the 

data for this study were cleaned and 

collected from Kaggle 

https://www.kaggle.com/datasets/aditya

kadiwal/water-potability. To enable the 

WQI to be computed using the ten 

applicable parameters listed in Table 1, 

first data were cleaned up and then 

standardized using z-value normalization 

to adjust their range to 0-100 to ensure 

that they were all on the same scale. 

Table 1. Dataset 

5.2 Data Analysis  

After achieving data pre-

processing, a wide range of machine 

learning techniques were employed for 

analysis of data to evaluate the WQI with 

the least amount parameters possible. 

Before using a machine learning method, 

several preparatory processes, such as 

correlation analysis and data splitting, 

must be completed by using a machine 

learning method. 
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5.2.1 Correlation Analysis 

The diagnosis of dependent 

variables and forecasting the difficult-to-

estimate variables by utilizing abundant 

factors were accomplished by employing 

correlation analysis to discover probable 

correlations between parameters. 

5.2.2 Data Splitting 

The Pre-processed dataset must be 

broken down into a training and testing 

set as a final step before employing the 

machine learning model. 

5.2.3. Training:  

The dataset was trained using five 

different Machine Learning techniques 

K-Nearest Neighbour 

By locating the N nearest 

neighbours of the given points and 

assigning the class to the majority of 

those neighbours, the K-Nearest 

Neighbour algorithm seeks to categorise. 

Both classification and regression barriers 

can be overcome with it. 

Decision Tree 

Despite being a supervised 

learning technique, Decision Tree is most 

typically employed to address 

categorization problems. It can also be 

used to address issues with regression. To 

determine the category of a given dataset, 

the approach begins at the decision tree's 

root node. This approach makes 

advantage of the branches and advances 

to the next node depending on 

comparison.  

Random Forest 

The findings of a model known as 

random forest are based on each of the 

multiple alternative base models that are 

used on different subsets of the input 

data. The cornerstone of the random 

forest model is a decision tree, which 

combines its benefits with the extra 

effectiveness of integrating several models. 

Support Vector Machine 

Although they can also be used for 

regression, support vector machines, or 

SVMs, are typically utilized for 

classification. For categorization 

purposes, input and desired output data 

are both provided to supervised learning 

systems in machine learning.  

Gradient Boosting Algorithm 

In most competitions, this is the 

most recent algorithm employed. A 

differentiable loss function can be 

optimised using the additive model that is 

used. It was employed with a loss 

function of "ls," a minimum sample size of 

2, and a learning rate of 0.01. 

5.3 Evaluation 

These mentioned methodologies 

predict the algorithm with the finest 

probability using a voting classifier. 



 

Volume 12    Issue 04, April   2023                             ISSN 2456 – 5083                         Page:  824 

 

6. Results 

Several metrics are employed to gauge 

how efficient machine learning algorithms 

are 

6.1 Accuracy 

The proportion of the model's 

correct predictions over all observed 

values is known as accuracy. The 

proposed methodology accuracy is shown 

in Figure2 

Accuracy = (TP + TN) /(TP + FP + TN+FN) 

Figure 2. Analysis on ML accuracies 

6.2 Precision 

 Any positive samples that are 

correctly or wrongly categorised as 

positive should be taken into account in 

Precision. The proposed methodology 

precision is shown in Figure 3. 

Precision = (TP)/(TP + FP) 

Figure 3. Analysis on ML Precision 

6.3 Recall 

Correctly identifying all positive samples 

is important to recall. The proposed 

methodology recall is shown in figure 4 

Recall = (TP)/ (TP + FN) 

Figure 4. Analysis on ML Recall 

6.4 F1 Score: The F1 Score takes into 

account both factors and more accurately 

depicts overall accuracy. It has a scale of 

0 to 1. The accuracy of the outcome 

increases with score. The proposed 

methodology F1-Score is shown in Figure 

5. 
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F1 Score=(2 Precision*Recall) /(Precision         

+ Recall). 

Figure 5. Analysis on F1-Score 

6.5 ML Evaluations 

How to evaluate the effectiveness 

of a machine learning model, as well as its 

benefits and drawbacks, is known as ML 

evaluation. It is shown in Table2 

Table 2. ML Evaluation 

6.6 Confusion Matrix 

How effectively a categorization 

system performs is shown in a table 

called a confusion matrix. Confusion 

Matrix of KNN is shown in Table 3, 

Confusion Matrix of RF is shown in Table 

4, Confusion Matrix of SVM is shown in 

Table 5, Confusion Matrix of GB is shown 

in Table 6 

Table 3. Confusion Matrix of KNN 

+

Table 4. Confusion Matrix of RF 

 

         

Table 5. Confusion Matrix of SVM 
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Table 6. Confusion Matrix of GB 

 

7. Conclusion and Future Work 

WQI controls the quality of the water, 

which is one of our most important 

resources for survival. It used to need a 

pricey and drawn-out lab procedure to 

test the water quality. The purpose of this 

work was to investigate an innovative 

machine learning method for predicting 

water quality. 

Nevertheless, in this manner, we trained 

the model using data that was acquired 

from Kaggle rather than using the actual 

concentrations of contaminants in the 

water. So, in the future there is a chance 

to construct an IoT system in the future 

that can forecast water quality based on 

real-time data provided to the IoT system. 
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