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ABSTRACT: This paper proposes a recommender framework (RS) to help the wellness help 

framework (FAS) with computerized reasoning. The RS is applied to make these proposals for the 

apprentices and existing clients. The objective of the paper plans to build up a RS that has a capacity to 

learn, examine, anticipate, and make these proposals just as convey to human through AI. Counterfeit 

Neural Network and Logistic Regression have been utilized to anticipate an appropriate exercise for 

every tenderfoot. Also, the specialists created with fortification learning capacity of Soar design help the 

individuals select their exercise dependent on their condition. Through the test result, the viability of the 

utility application is approved. 

INTRODUCTION 

The RS is known as a part of information 

filtering system which helps the users seek the 

prediction of rating or preference that users 

would give to an item or service 

recommendations [1]. Currently, the RS has 

been upgraded with the several machine 

learning algorithms to provide users with the 

suggestion for their purposes in [2] or build the 

framework for RS as shown in [3]. In the fitness 

field, recent studies have focused on developing 

the RS to user with a wearable device and 

recording data in real-time. A fitness assistant 

framework is developed to smartly track and 

identify user’s activity based on contextual 

interpretation in [4-5]. Moreover, RS has been 

approached for a runner, which is described in 

[6]. The purpose of this study is to design the 

RS that will suggest personalized workout to the 

users and predict the plan for doing exercise in 

future. In the proposed RS, we use machine 

learning algorithms on activity data to build a 

predictive module in the basic training layer 

(BTL) that classify the user’s activity in their 

workout. In addition, we also build the trainer 

agent (TA) with Soar architecture and machine 

learning algorithm to reflect the prediction of 

BTL for suggesting the several workouts to help 

users select the suitable workout fitting well 

with their exercise plan. 

I. RELATED REVIEW 

The FAS is the system designed to support users 

doing exercise with two motors (called fitness 

assistance equipment, FAE) used to support 

lifting the weight of exercise instead of the 

traditional method. The structure of FAS is 

shown in Fig. 1. As shown in Fig. 1, in order to 

control the FAE, there is an embedded 

controller built with microcontroller to control 

the speed of two motors. In FAS, the proposed 

RS is added to predict appropriate suggestions 
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for users and transfer a control commands to 

embedded controller conducting the FAE. The 

proposed RS used in FAS is a system combined 

with artificial intelligence (AI) packages, which 

plays a role as a professional trainer to give the 

training instructions of workout for users based 

on predictability and data analysis to provide the 

appropriate suggestions according to user’s 

condition. Machine learning algorithms help RS 

improve the ability of learning, identifying and 

acquiring knowledge from the real workout 

data. Particularly, it supports FAS to perform 

the simulation of exercise for each user’s 

requirements. 

 

Figure 1:  Structure of fitness assistance system 

The structure of RS employed in FAS is 

illustrated in Fig. 2. In order to build the RS 

with AI, some machine learning algorithms have 

been applied to predict and give the workout 

recommendation. As shown in Fig 2, the 

structure of RS is composed of two modules: 

basic training layer (BTL) and trainer agent 

(TA), where BTL is built with Artificial Neural 

Network (ANN) and Logistic Regression (LR). 

Data classification is the core component of this 

module. In the current implementation, the main 

task of this module aims to predict and give the 

suggestions of workout for beginners based on 

their initial information. 

 

Figure 2: Recommender system architecture 

After then, the result of suggestions from the 

BTL will be stored and updated with the new 

data into the database. TA is the module 

integrated with Soar and Reinforcement 

Learning (RL) to suggest the several 

recommendations based on some supposed rules 

with the reference result from BTL. We define 

some rules with reference conditions in Table I 

for Soar agent and through RL algorithm to 

suggest the various recommendations at the 

same time. Hence, users select the appropriate 

workout based on the overall assessment given 

by this module. The profile of workout also 

changes to suit each specific user. 

II. METHODOLOGY IMPLEMENTED 

In order to build the proposed RS, we proceed to 

collect individual data several volunteers to 

generate the dataset for training, including men 

and women. We assume that the patterns of 

volunteers are considered as standard data to 

predict and generate the suggestion for the 

beginner using the FAS to get the workout in 

the first time. To generate user’s profile, format 

of user’s input data includes gender, age, height, 

weight, type of exercise, and one-repetition 

maximum (1-RM). The output suggestions are 

exercise weight, repetition, and break time for 

each suggested set. Furthermore, the important 
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parameters of the input value are 1-RM index. 

In weight training, 1-RM is the maximum 

amount of force that can be generated in one 

maximal contraction [7]. It can be used for 

determining an individual’s maximum force, or 

as an upper limit in order to figure out the 

desired “load” for an exercise. A. Workout 

properties determination As mentioned above, 

the RS needs user’s profile as an input 

information of RS to compare with its database, 

then predict and generate the recommendation 

workouts that take following attributes On the 

other hand, we assume that the purpose of doing 

exercise, i.e., diet or muscle up, needs to be 

evaluated based on the 1-RM index by the 

supposed rules shown in Table I, as shown in 

[8]. The users will be checked for their 1-RM 

index before using the FAS for each workout. 

As can be seen from Table I, 1-RM indices are 

set up each purpose of doing exercise as below 

TABLE 1: GUIDELINE FOR 1-RM INDEX 

 

This module is responsible for training dataset 

to predict and suggest an appropriate type of 

workout for the beginner, which is ANN and 

LR. The combination between ANN and LR 

allows the implementation of the analysis and 

prediction of average result based on the sample 

patterns. With LR, hypothesis function H(X) is 

described as below. 

To combine with ANN, Rectifier Linear Unit 

(ReLU) is applied to train the user profile data 

for better prediction and recommendations. We 

defined seven hidden layers to train the user 

profile data with each weight and bias for each 

hidden layer. Fig. 3 shows the training process 

with user’s profile data. In order to train the 

user’s profile data with ReLU, the hypothesis 

function H(x) can be attained by calculating 

with weight and bias for each layer, as presented 

in the following 

In BTL, ANN creates the neural network with 

several hidden layers with the input values as 

mentioned in Section III. It converts the inputs 

for the next layers. Then the outputs are the 

workout parameters, including weight of 

exercise, repetition, and break time for three 

sets. LR is applied to classifying the suggestion 

result based on the relationship between input 

and output. In BTL, ANN creates the neural 

network with several hidden layers with the 

input values as mentioned in Section III. It 

converts the inputs for the next layers. Then the 

outputs are the workout parameters, including 

weight of exercise, repetition, and break time for 

three sets. LR is applied to classifying the 

suggestion result based on the relationship 

between input and output. 

Soar agent with RL is applied to suggest the 

workout plan recommendation to user based on 

the reference result from the BTL as mentioned 

above. With the predictive recommendation 

from BTL, features of Soar agent aims to 

recommend the several particular workouts for 

the existing member that can select the exercise 

time, type of exercise, repetition and set. Soar 

agent plays a role of the professional trainer for 

users. To provide the recommendations, we 

designed the trainer agent with RL algorithm 

based on epsilon value in order to compare the 

highest epsilon score in the epsilon-greedy 
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method [9]. The final recommendation will be 

selected by the highest epsilon score 

corresponding to a suggestion. 

 

Figure 3: Block diagram of TA to suggest the 

workout 

To perform a suggestion of workout plan, based 

on the first workout from BTL, TA implements 

the comparison with the assumed rules that we 

build for Soar architecture. Fig. 3 shows a 

process of using TA for making a workout 

evaluation for each user with its accuracy and 

suitability. 

III. EXPERIMENT RESULT 

For validating the performance of the proposed 

RS that is discussed in this paper, we 

experimentally evaluated with four volunteers as 

the beginners of FAS. Since the present FAS 

has not been completely finished its functions, 

we have just implemented the experiment with 

the BTL for predicting and suggesting the 

workout plan for four new beginners. The 

experimental evaluation of TA in our proposed 

RS will be discussed in future work. A. 

Experimental setup before using the proposed 

RS, we collect the 1-RM indices of each 

volunteer to determine their maximum power. 

For our experiments, we used the dataset 

collected by the several volunteers mentioned. 

The data were collected with some information 

format, i.e., gender, age, height, weight, type of 

exercise, and 1-RM, and purpose of diet or 

muscle up. The 1-RM index is calculated for the 

experimental users with their purpose. Once the 

1-RM is calculated and stored as input to the 

BTL, experiments were carried out for the 

sample records of dataset to create the database 

for training with AI algorithm. Also, the 

supposed rules in Table I will be used with TA 

for evaluation of workout. 

On the other hand, in order to prove the 

accuracy of prediction with BTL of the 

proposed RS in this paper, we show the result of 

cost values when training the dataset with the 

output parameters of workout such as weight, 

number of repetition, and break time, the cost 

value is very low, which means the training 

dataset gets the high accuracy. 

IV. CONCLUSION 

In this study, we proposed RS for fitness 

assistance system and a novel method for fitness 

workout recommendation with artificial 

intelligence algorithms. We developed a system 

with several machine learning algorithms to 

predict and train data to give the suggestion for 

the fitness workout. The ANN with LR 

implements the prediction of workout 

parameters with the best accuracy. The proposed 

RS is expected to give better recommendation 

for user to do exercise. Table IV illustrates the 

result of User#1 with the purpose of muscle up 

between suggested workout and the supposed 

rules. As can be seen in Table IV, the exercise 

weight for User #1 is in the range of the 
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supposed rule. In the meanwhile, the repetition 

and break time also approach the values within 

the range of the assumed rule as shown in Table 

I. As future work of this study, we plan to focus 

on improving the TA module in the proposed 

RS with Soar agent by designing the RL 

algorithm to recommend several workouts for 

existing member’s average selection. TA will be 

developed in future work for improving its 

features to calculate the epsilon value of 

epsilon-greedy method, and validate the 

suggested workout for approaching the suitable 

workout plan to the users. Consequently, the 

proposed RS will play a role of the professional 

trainer for user in future. 
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