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ABSTRACT: Typically relational information in the data is encoded as edges in a graph but often it is 

important to model multi-way interactions such as in collaboration networks and reaction networks. 

We present Context Walk a recommendation algorithm that makes it easy to include different types of 

contextual information. It models the browsing process of a user on a movie database website by 

taking random walks over the contextual graph.To develop a Conditional Random Fields (CRF) based 

approach to fuse visual and verbal modalities relations as factor functions. We hypothesize that human 

descriptions of an environment will improve robot’s recognition if the information can be properly 

fused. A multi layer graph is a powerful structure that stores data of different modalities. The multi-

layer graphs can be used to merge information that is gathered from multiple sources. In this research 

proposal to present state-of-the-art methods that work with multi-layer graphs. In this work we model 

multi way relations as hyper graphs and extend the discriminative random walk (DRW) framework 

originally proposed for trans ductile inference on single graphs, to the case of multiple hyper graphs. 

We use the extended DRW framework for inference on multi viewand multi relational data also as 

hyper graphs. Finally to illustrate the predicted click as a click or no click a voting strategy is used 

from the images that were equivalent to the sparse codes. Image re ranking algorithms are used to 

improve the performance of graph based the use of click prediction is shown by an additional image re 

ranking experiments on real world data that is advantageous. 

Index Terms: context, random walks, contextual recommendation, movie recommendation, 

Multimodal Hypergraph Learning, Sparce Coding, visual data, multi-layer graphs 

1. INTRODUCTION  

Recommender systems are a form of 

personalized information filtering technology 

and have become an important tool for 

successfully dealing with the problem of 

information overload. Recommender systems 

have been applied to many different domains 

with movie recommendation being an 

especially productive domain for 

recommendation technology [1]. Many of the 

learning approaches assume a pair-wise relation 

between the nodes which translate to edges in 

the graph. In this work we are interested in 

looking at data that have multi-way relations 

between the instances [2]. Such multi way 

relations can be modeled using hyper graphs in 

which the edges are subsets of nodes. The use 

of hyper graphs enables several extensions to 

the basic within network classification setting 

and such extensions are the key contributions 

of this work [3]. Context Walk a 

recommendation algorithm that attempts to 

address the latter problem by allowing for the 
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combination of ratings information with many 

different contextual factors [4]. Context Walk 

is based on taking Markov random walks over 

the contextual graph. In our algorithm, we 

model the browsing process of a user on a 

movie database website [5]. Sparse coding is 

used to choose as few basic images as possible 

from the codebook in order to linearly 

reconstruct a new input image while the 

reconstruction errors are minimized [6]. A 

voting strategy is utilized to predict the click as 

a binary event [7].  Most of the existing 

methods work with an assumption that multi-

modal data lies on a manifolds in a feature 

spaces. We do not have an access to these 

manifolds we can only observe some data 

points that can give us its approximations [8]. 

A most common way to work with these data 

points is to construct graphs of them [9]. 

 

Figure 1: contextual graph representing. 

2. RELATED WORK 

In addition to active learning, multimodal 

information brings benefits to improve the 

system using single modalityproposed Markov 

Random Fields model for reference of human 

descriptions for scenes[10]. Different from the 

reference task of pure text they used 

multimodal features such as depth and object 

positions, to reinforce the results of both textual 

reference and visual grounding [11].We note 

that the system architecture does prevent our 

approach from recruiting a directly interactive 

approach when crowd sourcing is feasible. 

Graph structure can help to solve this problem 

because graph contains information about 

connectivity between nodes and importance 

weights of these connections [12]. The most 

popular ranking algorithm on graphs is a 

random walk algorithm that randomly jumps 

from vertex to vertex based on transition 

probabilities [13]. The local geometry of the 

graph is preserved during the optimization, and 

the function is forcefully smoothed on the 

graph. A simple graph based method cannot 

capture higher order information [14]. Unlike a 

simple graph a hyper edge in a hyper graph 

links several vertices and thereby captures this 

higher order information. Hyper graph learning 

has achieved excellent performance in many 

applications [15]. 

 

Fig.2. An example of a multi-layer graph 

3. GRAPHICAL MODEL 

Object recognition in general can be defined as 

given an image input segment the image into a 

set of regions and assign a class label for each 

region [16]. Multimodal object recognition 

relaxes the input type to support additional 

modalities. For instance we consider text data 

that human teammates and crowdsourcing can 
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provide to describe the same scene. Our target 

problem here is to fuse the information from 

both sources in a principled way to generate the 

recognition output that is cohesive across the 

modalities [17]. The recognition system is the 

same as that of the computer vision systems we 

formulate this problem as object recognition 

conditioned on additional information. 

Formally, given set R of regions and set C of 

object class labels, let φ : R → C denote an 
assignment of all regions to class labels, Φ be a 
set of all possible assignments, O denote a set 

of random variables each of which representing 

the probability of the assignment being 

accurate, and M = m1, ...mn be a set of input 

data representing n modalities [18].Context 

Walk was inspired by the work successfully 

applied a random walk model to image search 

by modeling the query formulation process of 

users using the bipartite image-query graph. It 

was also heavily influenced by the work by 

Clements is used a random walk model for tag 

based search on social bookmarking websites 

[19]. We extend their models here to include 

contextual information for movie 

recommendation and emulate the user browsing 

process by a random walk on the contextual 

graph [20]. 

 

Figure 3: An architecture for multimodal team 

perception 

4. PROPOSED METHODOLOGY 

 A novel method named multi-modal hyper 

graph learning-based sparse coding is proposed 

for click prediction the predicted clicks to re 

rank web images have been applied. A web 

image base with associated click annotation is 

constructed collected from a commercial search 

engine which records clicks for each image 

such that the images with high clicks are 

strongly relevant to the queries. s we currently 

include in our Context Walk model there are 

many different ways we could extend our 

model with other contextual information [21]. 

Anchors are representative nodes in the graph 

and they carry important information about 

data. Therefore, all anchor nodes should have 

some common pattern with the query image in 

terms of features that describe the main 

characteristic of the data. 

A. Conditional Random Fields 

Algorithm 

To model multimodal perception as a CRF, we 

construct a factor graph over the input variables 

X, the bounding boxes from a computer vision 

based object recognition, and the output 

variables Y , a set of possible labels. We then 

define 4 types of factor functions [22]. One to 

represent a visual modality and three to encode 

relation descriptions in a textual modality we 

introduce the factor functions, we first define 

preliminaries. For each bounding box, we have 

the coordinates for bounding box (w1, h1, w2, 

h2) describing top left and bottom right points. 

The horizontal center of the bounding box is 

(w1 + w2)/2. Each description function returns 

true if its statement is satisfied, false otherwise. 
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Figure 4: Our CRF model for fusing vision 

1. Left: The left-most point bounding box 1 

(w11) is smaller than the left-most point of 

bounding box 2 (w21), the right-most point 

bounding box 1 (w12) is smaller than the right-

most point of bounding box 2 (w22), and the 

vertical difference between two bounding 

boxes is smaller than max(h12 − h11, h22 − 
h21).  

2. Right: Similar to relation Left except that 

the two bounding boxes are reversed in the 

horizontal axis.  

3. Above: The top-most point bounding box 1 

(h11) is smaller than the top-most point of 

bounding box 2 (h21), the bottom-most point 

bounding box 1 (h12) is smaller than the 

bottom-most point of bounding box 2 (h22), 

and the horizontal difference between two 

bounding boxes is smaller than max(w12 − 
w11, w22 − w21) [23].  

4. Below: Similar to relation Above except 

that the two bounding boxes are reversed in the 

vertical axis. 

5. On(Attach): Bounding box x is contained 

by the landmark bounding box x 0 

 

B. Gabor Filter 

 In image processing, a Gabor filter is a linear 

filter used for edge detection. Frequency and 

orientation representations of Gabor filters are 

similar to those of the human visual system, 

and they have been found to be particularly 

appropriate for texture representation and 

discrimination [24].  

Input: Gray-scale image.  

Output: enhanced image 

1. The image enhancement is performed to 

improve the image quality by converting it into 

gray scale format.  

2. The image is divided into w×w non-

overlapping blocks  

3. Find the centre by calculating the core point 

Cropping: crop the image after determine the 

core point.  

4. Sectorization by divide the image to sectors.  

5. Normalization and Filtering by using 

Separate Gabor Filter. 

6. along the ridge orientation use one-

dimensional low-pass filtering to filtering 

image  

7. the final enhancement image can be obtained  

8. The final feature vectors are obtained  

9. The match/non match is based on Euclidean 

distance 

5. WEAKLY SUPERVISED METHOD 

FOR IMAGE RERANKING 

We describe a method that combines layers 

using weakly supervised learning. Labels that 

we use for supervised learning are provided 

often by users. This user feedback is noisy 

expensive and hard to obtain propose to use 

weakly-supervised learning. They extract the 
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most representative nodes anchors. Authors 

choose these nodes using analysis of the co-

occurred patterns [25].  

A. Image re ranking problem 

The weakly supervised method is developed for 

an image retrieval problem. Since text retrieval 

systems are well studied image retrieval 

methods often use text information to rank 

images initially. Traditional text-based image 

retrieval approach has a semantic gap between 

text representation and image content. 

Nowadays image content features are used to 

reorder images after text based retrieval 

procedure [26]. There are supervised and 

unsupervised methods for image re ranking. 

The anchor nodes help to align the layers and 

also to find images that are similar to anchors 

in one layer. After that images from result are 

re-weighted according the intra- and inter- 

graph layers learning. The weights are used to 

reorder images. 

B. Anchors learning 

Anchors are representative nodes in the graph 

and they carry important information about 

data. All anchor nodes should have some 

common pattern with the query image in terms 

of features that describe the main characteristic 

of the data. Propose to use Aprior is an 

algorithm for the frequent item set mining. At 

every iteration algorithm evaluates the frequent 

item set of length k using calculated on the 

previous step frequent item set of length k − 1. 
Authors shows that the Aprior algorithm gives 

better quality than simple selection of 

intersections of the features attributes. We want 

to learn weights in such a way that distribution 

between anchors and non-anchors in different 

layers preserves consistency [27]. 

6. EXPERIMENTS RESULTS  

Experiments conducted on a real world data set 

not only de-scribes the usefulness of click-

through data, which can be viewed as the image 

of an user behavior, in understanding user 

intention, but also verify the importance of 

query dependent fusion weights for multiple 

modalities. Based on a gradient method, a 

combination of modality weights learnt query 

dependently. the multimodal perception results; 

the first row lists textual descriptions, the 

second row, the vision only results, and the 

third row, the multimodal results. For analytic 

results we report on sets of experiments that 

evaluate the performance of our CRF approach 

against the vision-only algorithm, the naive 

approach and the Multi Rank algorithm. Multi 

Rank and CRFs when textual inputs include 

only binary spatial descriptions, that is, an input 

describes an object using its relative position 

with respect to a landmark. 

 

Figure 5: CRF multimodal perception 

performance on objects of user interest 
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7. CONCLUSIONS AND FUTURE 

WORK 

We have presented Context Walk a movie 

recommendation algorithm based on taking 

random walks on the contextual graph. In 

addition to using the links between users and 

items as is common in collaborative filtering, it 

also allows for easy inclusion of different types 

of contextual features, such as actors, genres, 

directors, writes, color, language. Image 

diversity is a factor in search performance by 

enhancing the diversity of re-ranked images 

search re ranking algorithm is presented called 

click based relevance feedback by exploring 

the use of click through data and the function of 

multiple modalities.we present a generalized 

model for multimodal team perception using 

the CRF framework. We define feature 

functions to encode multimodal inputs, namely 

the recognition results from a computer vision 

system and three different types of textual 

descriptions about shared environments. To 

conclude, in this research proposal we 

summarize ideas on multi-modal graph mining 

as well as discussed the advantages and 

limitations of the methods proposed in the 

literature. Based on our analysis of state-of-the-

art methods and our preliminary experiments, 

we proposed the possible direction for further 

research in the field. Future prospect Image 

diversity is a factor in search performance by 

enhancing the diversity of re-ranked images by 

duplication detection or other applicable 

method. We are currently engaged in 

experiments with our ContextWalk model. 

Among other things, we wish to investigate the 

optimal combination of contextual features 

graph with user, items, tags, genres, and actors 

outperforms the graphs based on subsets on 

these five context types. 
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